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Predictions of Three-Dimensional 
Steady and Unsteady Inviscid 
Transonic Stator/Rotor Interaction 
With Inlet Radial Temperature 
Nonuniformity1 

Numerical predictions of three-dimensional inviscid, transonic steady and periodic 
unsteady flow within an axial turbine stage are analyzed in this paper. As a first 
case, the unsteady effects of the stator trailing edge shock wave impinging on the 
downstream rotor are presented. Local static pressure fluctuations up to 60 percent 
of the inlet stagnation pressure are observed on the rotor suction side. The second 
case is an analysis of the rotor-relative radial secondary flow produced by a spanwise 
parabolic nonuniform temperature profile at the stator inlet. The generation of local 
hot spots is observed on both sides of the rotor blade behind the passing shock 
waves. The magnitude of the unsteady stagnation temperature fluctuations is larger 
than the time-averaged rotor inlet disturbance. In both cases, steady, unsteady, and 
time-averaged solutions are presented and compared. From these studies, it is con
cluded that the steady-state solution in static pressure matches well with the time-
averaged periodic unsteady flow field. However, for the stagnation temperature 
distribution only the trend of the time-averaged solution is modeled in the steady-
state solution. 

1 Introduction 
The demand for an increase in the cycle performance of 

today's gas turbines creates severe heat loads in the first turbine 
stage since higher operating temperatures are required. The 
mean flow temperature is usually well above the limit supported 
by the surrounding material. Cooling of both the endwalls and 
the blades of the first stage is thus usually necessary. Conse
quently, midspan streaks of hot, less dense gas pass through 
the first stator row and become hot jets of fluid. 

This, and the inherent unsteadiness of a turbomachine flow 
field created by the relative motion between the stationary 
blades (stator) and the rotating rotor blades, requires the de
signer to account for three-dimensional as well as unsteady 
effects. For example, the thermal analysis of a turbine airfoil 
requires the knowledge of the local heat loads, which means 
that the knowledge of the average driving temperature in the 
blade passage is not sufficient to design the cooling system 
optimally. Hence, time-accurate values are required as well as 
deviations from the average. 

This work was carried out while the authors were at the Massachusetts In
stitute of Technology, Cambridge, MA, USA. 

Contributed by the International Gas Turbine Institute and presented at the 
38th International Gas Turbine and Aeroengine Congress and Exposition, Cin
cinnati, Ohio, May 24-27, 1993. Manuscript received at ASME Headquarters 
February 12, 1993. Paper No. 93-GT-10. Associate Technical Editor: H. Lukas. 

In this context, this paper presents a numerical methodology 
for analyzing the three-dimensional inviscid, transonic, steady, 
and periodic unsteady flows within an axial turbine stage. In 
particular, the computations of steady and unsteady flow fields 
in a complete industrial first turbine stage under different, 
though realistic inlet conditions,will serve to evaluate the extent 
of the changes that may occur with respect to design techniques 
(throughflow procedures; AGARD, 1981; Turner, 1991) based 
on uniform inlet conditions and steady flow field. 

Another motivation for analyzing and comparing the steady 
solution with the time-averaged periodic unsteady flow solu
tion stems from the emergence of numerical methods that 
incorporate "corrections" to the baseline steady flow in order 
to account for deterministic periodic unsteadiness; see for in
stance the work of Adamczyk (1985) and Giles (1992). Adam-
czyk derived a set of average-passage flow equations for a 
multistage turbomachine by sequentially applying an ensemble-
averaging, a time-averaging, and a passage-to-passage aver
aging operator to the governing equations. Giles proposed an 
asymptotic approach for multistage unsteady flow computa
tions in which the effect of periodic unsteadiness on the steady 
flow is included through quadratic terms. Compared to the 
full nonlinear unsteady flow methods, these techniques offer 
potentially great savings in computer time, though still retain
ing the global effects of unsteadiness. However, the use of 

Journal of Turbomachinery JULY 1994, Vol. 116/347 

Copyright © 1994 by ASME
Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



these improved throughflow solution procedures needs to be 
justified by evaluating the extent of the changes resulting from 
unsteadiness. These are examined here for two flow cases oc
curring in a highly loaded transonic first turbine stage. 

Finally, from a CFD point of view an underlying motivation 
for comparing the steady-state and the time-averaged solutions 
is to highlight the importance of the formulation of the nu
merical boundary conditions at the inlet, at the exit as well as 
at the stator/rotor interface. 

This paper is structured as follows. After a brief description 
of the numerical procedure given in Section 2, the first case 
is presented in Section 3. It focuses on the effects resulting 
from the impact of the stator trailing edge shock wave off the 
adjacent rotor, for which a two-dimensional flow computation 
was previously performed by Giles (1990a). Here, the three-
dimensional effects and the extent of the unsteadiness are ad
dressed, and a comparison between steady-state and time-av
eraged solutions is performed. It has been experimentally 
observed that the periodic unsteady interaction between a shock 
wave and a turbine airfoil can cause considerable effects in 
terms of blade loading and heat transfer; see for instance 
Doorly and Oldfield (1985), Johnson et al. (1990), and Collie 
et al. (1993). Then, in Section 4, the unsteady rotor-relative 
secondary flow produced by a vane inlet spanwise temperature 
gradient is presented. The comparison between the steady-state 
and the time-averaged solutions allows us to extract the extent 
of the unsteady temperature migration. The problem of tem
perature redistribution in an axial flow turbine stage has been 
analyzed by several authors (see for instance Butler et al., 1986; 
Krouthen and Giles, 1988; Ni and Sharma, 1990; Harasgama, 
1990; Dorney et al.,1990). In particular, the numerical studies 
of Ni and Sharma, and Dorney et al., tend to reproduce the 
migration of one midspan, circular hot streak of fluid, ex
perimentally investigated by Butler et al. Notice that in contrast 
to the present analysis, all of the above-mentioned studies 
report on a turbine operating under subsonic flow conditions, 
where the level of unsteadiness is very much lower than for 
the transonic cases. Finally, the essential conclusions are given 
in Section 5. 

2 Numerical Procedure 
The governing relations considered here are the time-de

pendent three-dimensional Euler equations solved in conser
vation form. The numerical methodology uses a node-based, 
explicit Ni-Lax-Wendroff discretization scheme (Ni, 1981) im
plemented on an unstructured grid composed of hexahedral 
cells (Saxer, 1992). Relative flow variables attached to each 
individual blade row are used. The mesh itself is first generated 
in a structured fashion by iteratively solving a three-dimen
sional Poisson system, in which the source terms are auto
matically evaluated in order to provide a control of the cell 
size and of the skewness at the blade boundary. Then, the 
structured mesh is transformed into an unstructured grid. The 

Euler algorithm presented here requires the addition of a nu
merical smoothing, whose purpose is to capture shocks and to 
prevent unwanted high-frequency oscillations in the solution. 
It has the form of a combined fourth- and second-difference 
operator acting on the state vector. The fourth-difference 
smoothing exploits the advantages of a pseudo-Laplacian to 
ensure second-order accuracy in shock-free regions even in the 
presence of grid irregularities. This is an important property 
when comparing different solutions and when studying the 
effects of prescribed inlet distortions, which must not be 
smeared out numerically in the computational domain. It is 
an extension to three dimensions of the method introduced by 
Holmes and Connell (1989). The shocks are captured using a 
nonlinear second-difference operator, which includes an ar
tificial bulk viscosity parameter tailored by the local flow di
vergence and the Mach number to avoid large shock overshoots, 
and not to alter the global accuracy of the scheme in smooth 
flow regions. 

2.1 Boundary Conditions. For steady-state flow com
putations, the quasi-three-dimensional nonreflecting boundary 
condition formulation developed by the authors (Saxer and 
Giles, 1993) is used at the inlet and the outlet as well as at the 
stator/rotor interface, and is designed to avoid numerical re
flections. In this technique, the solution at the boundary is 
circumferentially decomposed into Fourier modes, the zeroth 
mode corresponding to the average solution. This part is treated 
according to the standard one-dimensional characteristics the
ory, which allows the user to specify certain physical quantities 
at the boundaries by setting average changes in the incoming 
characteristics. Using a Lax-Wendroff type algorithm to time-
march the solution to the steady state, the changes in the 
boundary values from time level n to time level n + 1 are 
required. Thus, the characteristic variables are defined in terms 
of perturbations to the average inflow or outflow at the time 
level n. For example, at the inflow, the average characteristic 
changes are calculated from the requirement that the average 
entropy, radial and tangential flow angles, and stagnation en
thalpy have certain values. 

is)" - •Smb 

(1) 

( a / ? ) " + 1 = a/Hni. 

s is an entropy-related function defined by 

S = log(7/?)-7logp, (2) 
and ht is_the mean total enthalpy. aem\ and aR\n\ together with 
Sini and h,i„i are user-specified average inflow angles, entropy, 
and total enthalpy, respectively, which are usually a function 
of the radius. For an axially subsonic outflow, the first four 
characteristics are outgoing, so only the fifth characteristic 

Nomenclature 

c = speed of sound 
h, = stagnation enthalpy 
p = static pressure 
Pt = stagnation pressure 
Pi = rotary stagnation pres

sure, Eq. (7) 

iy2+z2 R = radius = •\J) 
s = entropy 
t = time (nondimensionalized 

with period) 
T, = stagnation temperature 

u, v, w 

Ux, Ug, UR 

V 
W 

ag, oiR 

y 
p 

Cartesian velocity com
ponents in (x,'y, z) 
cylindrical velocity com
ponents in (x, 0, R) 
absolute velocity (stator) 
relative velocity (rotor) 
tangential and radial 
flow angles 
ratio of specific heats 
static density 
characteristic variable 

Q 
03 

( )" 
( ) F 

( )i„l 
( )out 

( )r,s 

( )rel 

( )s,n,b 

( ) 

= angular speed 
= vorticity 
= time index 
= flux-averaged quantity 
= inlet 
= outlet 
= rotor, stator 
= relative frame (rotor) 
= streamwise, normal, and 

binormal components 
= circumferential arithmet

ic average 
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variable needs to be set. The average change in the character
istic is determined to achieve the user-specified average exit 
pressure pout at a certain radius together with the requirement 
that the outflow is in radial equilibrium. The latter condition 
is expressed by 

/dp(R) _ « | \ . 
• = P TTI . (3) dR R 

together with the specification of pout at some particular radius. 
At the inflow and outflow, the changes in the outgoing char
acteristics are obtained from the changes distributed by the 
Lax-Wendroff algorithm. The remaining part of the solution, 
represented by the sum of the harmonics, is treated according 
to the two-dimensional nonreflecting boundary condition the
ory, which prevents spurious reflections at the boundaries 
(Giles, 1990b). 

In a steady-state calculation of a stator/rotor interaction, a 
circumferential stream-thrust flux-averaging technique is used 
in order to conserve mass, momentum, and energy across the 
mixing plane between a stator and a rotor row. Hence, radial 
variations are automatically accounted for and the stator and 
the rotor flow fields are matched at the interface. In this tech
nique, the average characteristic changes at the stator outflow 
and the rotor inflow are set to eliminate the following char
acteristic jumps, taking note of the direction of propagation 
of each characteristic: 

A02, 

Ws 

0 

0 

0 

pc 

-pc 

0 

pc 

0 

0 

0 

0 

0 

pc 0 

0 

0 

PFs ~ PFr 

UxFs — UxFr 

u6Fs ~ uBFr ~ ®R 
uRFs ~ uRFr 

PFs-PFr 

(4) 

where pF, uxF, ueF, uRF, and pF represent the stream-thrust flux-
averaged values of density, axial, circumferential and radial 
velocity components, and pressure, respectively. Note that be
cause of the use of relative flow variables, the rotor wheel 
speed QR has to be introduced into the condition of matching 
circumferential velocities. Once this is done for both sides of 
the interface, the remainder of the boundary condition treat
ment (i.e., harmonics) is exactly the same as for a standard 
inflow and outflow boundary (Saxer, 1992). 

For time-accurate calculations of stator/rotor flow fields, 
Eq. (4) is used on a one-dimensional local basis to calculate 
the changes in the incoming characteristics on both sides of 
the interface. The outgoing characteristics changes are cal
culated by the Lax-Wendroff algorithm. The combined five 
characteristic changes on both sides of the interface are then 
converted back to primitive and finally conservation variables 
before the flow field is updated. The importance of formulating 
nonreflecting boundary conditions will be highlighted later in 
Section 4. In addition to these boundary conditions, a no-
mass-flux condition is enforced at the hub and the tip endwalls 
as well as on the stator and the rotor blades. Also, periodic 
boundary conditions along the outer boundaries of the H-type 
grid are enforced in the tangential direction. 

3 Shock Interaction in an Axial Turbine Stage 
In this section, the numerical procedure is applied to inves

tigate both the steady and the unsteady flow fields occurring 
in a generic (i.e., the stator-to-rotor pitch ratio is 1) highly 
loaded transonic first turbine stage; see Fig. 1. For supersonic 
vane exit conditions, a system of oblique shock waves is gen
erated at the trailing edge of the stator. For small axial gaps, 
the suction side trailing edge shock extends to the downstream 
rotor and impinges on the suction side. This produces reflected 
waves on both the adjacent rotor and on the upstream stator 

Fig. 1 (Top) side view of the scaled transonic first turbine stage with 
stator pressure and rotor suction sides, and (bottom) mean height blade-
to-blade mesh (stator: 80 x 30 x 30, rotor: 80 x 30 x 30 nodes) 

causing unsteady blade loading. For these closely spaced blades, 
the formulation of the boundary conditions at the stator/rotor 
interface becomes a keypoint in the numerical simulation. 

3.1 Unsteady Shock Motion. Figure 2 shows the instan
taneous static pressure contours at a constant radius R = Rmn 
at eight intervals during one blade-passing period, i.e., from 
t = 0 at the beginning of the period to t = 1 at the end of 
the period, which also corresponds to t = 0 by periodicity. 
Note that the unsteady pressure contours match well across 
the stator/rotor boundary at any time during the period. 

At / = 0, the stator trailing edge oblique shock has hit the 
crown of the rotor suction surface. As the rotor blade moves 
upward, the location of impingement moves forward towards 
the leading edge. A reflection is clearly visible at t = 0.375. 
In addition to this primary reflection, the portion of the re
flected wave that moves toward the pressure surface of the 
adjacent rotor is reflecting a second time and is moving back 
toward the original rotor. At t = 0.5, the primary shock wave 
reflection has reached the rotor leading edge and the secondary 
reflected wave has crossed back to the original rotor. It has 
sufficiently intensified to be now visible on the pressure con
tours. 

At t = 0.625, the stator oblique shock no longer impacts 
on the rotor, and from t = 0.625 to t = 0.875 the length of 
its straight portion is increased (due to a velocity component 

approximately \] V2 — c2 along the shock front) until it refracts 
with the secondary reflected shock. Also at t = 0.625, the 
primary reflected wave has left the rotor and is propagating 
upstream toward the stator suction surface. At t — 0.75, the 
primary reflected shock has just struck the suction side of 
the upstream stator in a region close to the trailing edge. The 
secondary reflected shock wave is still moving upstream toward 
the crown of the rotor. 

At t = 0.875, the primary oblique shock has almost regained 
its maximum strength. The primary reflected shock is reflecting 
from the upstream stator suction surface and moves back to 
the adjacent rotor. This reflection is also visible at t — 0, but 
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Fig. 2 Unsteady static pressure contours at R = flmid 

then it disappears as it strikes the rotor leading edge at t = Figure 4 shows the instantaneous tuft distribution on the 
0.125. However, this effect is recorded in the history of the rotor suction surface for one blade-passing period. A second-
rotor leading edge pressure in Fig. 3. In addition, this figure ary flow is visible in the aft part of the blade that drives fluid 
clearly illustrates the impact of the stator oblique shock on the from hub toward midspan. Reverse flow occurs behind the 
rotor leading edge at t = 0.5. secondary reflected wave as it moves forward toward the lead-
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ing edge and strengthens. However, recirculation occurs only 
partially during the cycle. 

For the case examined here, the unsteady stator/rotor shock 
interaction is essentially a two-dimensional process driven by 
the oblique shock leaving the stator trailing edge and impinging 
on the moving rotor blade. This unsteady shock interaction is 
similar in nature to the result presented by Giles (1990a) in a 
two-dimensional time-accurate numerical simulation, which 
included quasi-three-dimensional source terms. However, some 
differences appear in the timing of the events because Giles' 
computation was performed on the actual configuration with 
a stator-to-rotor pitch ratio of 1.69. 

3.2 Steady and Time-Averaged Results. The flow con
ditions for the steady-state and for the time-averaged periodic 
unsteady computation are listed in Table 1. The Mach and 
angle values represent flux-averaged quantities. Starting from 
the steady-state solution, the unsteady computation took 12 
periods to converge to a periodic solution, using 400 iterations/ 
period. A CPU time of 385 x 10 - 6 s/iteration/grid point was 
required on a Stardent GS-2000 in vector mode. 

The stator static pressure distributions around the blade root 
and at midspan are given in Fig. 5. Also shown are the max
imum and the minimum unsteady pressures on both the suction 
and the pressure sides. Because the flow is choked at the throat, 
and since the stator inlet conditions are steady, no unsteadiness 
is present upstream of that area and so the mass flow is the 
same in both cases. Although the unsteady pressure envelope 
can locally account for 50 percent of the inlet stagnation pres
sure, the time-averaged solution almost matches the steady-
state result over the entire span. It should be pointed out that 
the time-averaged solutions presented in this paper were com
puted during the blade-passing period from all the time-steps, 
i.e., they represent the following equation: 

1 fr 

<p(x,y,z)=-\ <p(x,y,z,t)dt, (5) 
J Jr, 

I.e. rotor ryiidspan , 
hub rotor inlet/periodic 

P/Ptinl 

with C) representing a quantity that has been time-averaged 
over a period T. On the other hand, the maximum and min
imum values were extracted from eight unsteady snapshots 
during the final blade-passing period. This is why a certain 
amount of discreteness in those quantities is observed in Figs. 
5 and 6. The rotor blade pressure distributions at three spanwise 
locations are shown in Fig. 6. Here, the unsteadiness is much 
more intense, especially on the suction side of the blade due 
to the unsteady shock motion and shock reflection described 
in the previous section. At the hub, the steady-state shock 
located at the front part of the suction side is intensified during 
a portion of the period. On the suction side near the leading 
edge, the peak-to-peak pressure variation accounts for up to 
60 percent of the (stator) inlet reference stagnation pressure. 
It is surprising to notice that although the variations in pressure 
(and Mach number) are large, the time-averaged solution is 
similar to the steady-state result over all but the root section 
of the blade. In particular, the maximum variation in the blade 
static pressure between the steady-state and the time-averaged 
unsteady solution is less than 4 percent of the stator inlet 
stagnation pressure. In general, the level of unsteadiness is 
larger on the suction side than on the pressure side, and also 
at the hub and at the tip compared to midspan. 

In the unsteady solution, a shock-induced secondary flow 
creates a slight flow blockage at the lower radii (hub); see Fig. 
7. This is compensated by an increase in mass flow through 
the outer rotor radii streamtubes. Tufts on the rotor suction 

Table 1 Steady and time-averaged flow parameters for scaled transonic 
turbine stage 

Fig. 3 Pressure history for the last two periods 

parameter 

Stator inlet tangential angle 

Stator outlet tangential angle 

Rotor-relative inlet tangential angle 

Rotor-relative outlet tangential angle 

Stator inlet Mach number 

Stator outlet Mach number 

Rotor-relative inlet Mach number 

Rotor-relative outlet Mach number 

Rotor Mach number 

Rotor wheel speed U/ \ct ini/Lhub\ 
Stator axial torque Tx( 

Rotor axial torque Txj 
{ptct)inlLlub 

(ptCt)in{Llub 

Ratio of specific heats 7 
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mid 
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hub 
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tip 
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tip 
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tip 
hub 
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tip 

steady 
0.0° 
0.0° 
0.0° 

72.1° 
74.8° 
73.9° 
51.3° 
50.2° 
40.6° 

-57.1" 
-67.8° 
-76.3° 

0.15 
0.13 
0.13 
1.37 
1.25 
1.19 
0.69 
0.52 
0.44 
1.00 
0.96 
0.95 
0.76 
0.81 
0.86 

0.097 
-1.6926 

1.7678 
1.27 

time-averaged 
0.0° 
0.0° 
0.0° 

72.6° 
74.6° 
73.8° 
53.4° 
51.0° 
41.1° 

-60.6" 
-67.0° 
-76.8° 

0.15 
0.13 
0.13 
1.33 
1.24 
1.18 
0.67 
0.52 
0.44 
0.99 
0.97 
0.93 
0.73 
0.79 
0.84 
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-1.6812 
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% axia l chord 

Fig. 5 Steady and unsteady stator blade static pressure 

side are plotted in Fig. 8 for the steady and the time-averaged 
solutions. The crossflow seen in Fig. 8(b) is a direct conse
quence of the entropy production caused by the unsteady shock 
interaction and can be qualitatively understood by using sec
ondary flow theory applied on the time-averaged solution. By 
assuming locally incompressible flow, it can be shown that the 
generation of a streamwise component of vorticity can be writ
ten as a function of gradients of rotary stagnation pressure in 
the binormal and axial directions, respectively (Hawthorne, 
1974; Johnson, 1978; Horlock and Lakshminarayana, 1973). 

ds\p]V pW2 b-Vp, +— Q'Vp, 
a W 

I curvature rotation 

(6) 

/ 

Equation (6) is written in intrinsic coordinates where s, n, b 
represent the unit vectors in the direction of relative streamline, 
inward of principal normal, and in the binormal direction, 
respectively, a is the principal radius of curvature of the relative 
streamline and p* is the rotary stagnation pressure, defined by 

0.48 

P/Ptinl 

0.24 

• A," i \ 

0.00 

! \i\ 

hub 

\ - > - v 

0.0 0.4 0.8 1.2 
0.72 

I 

0.48-

P/Ptinl 

0.24 

0.00-

midspan 

o.o 0.4 0.8 1.2 
0.72 

0.4 0.8 

% axial chord 
Fig. 6 Steady and unsteady rotor blade static pressure 

P*=P + ̂ p((u2 + v2+w2)ra- Q2R2). (7) 

In the steady-state calculation p* is almost constant over the 
entire blade except behind the hub shock; see Fig. 9(a). In the 
time-averaged solution, however, gradients of rotary stagna
tion pressure show up not only near the location of the steady-
state shock but over the entire near-hub suction surface; see 
Fig. 9(b). The comparison clearly shows that a strong axial 
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Fig. 7 Spanwise distribution of mass flow at rotor inlet 
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a) b) 
Fig. 8 Computed tufts on rotor suction side: (a) steady-state, (b) time-
averaged 

p* gradient exists in the time-averaged solution, which, when 
dot-producted with the rotation vector, produces a positive 
component of streamwise vorticity. This tends to develop a 
radially outward component of velocity. 

On the stator there is a 6 percent unsteady peak-to-peak 
variation in torque, despite the fact that the pressure field is 
steady on all but a small portion of the suction side near the 
trailing edge. This variation is essentially caused by the primary 
rotor-reflected shock wave moving upstream and striking the 
stator suction side. Notice that in the two-dimensional simu
lation (Giles, 1990a) the unsteady stator lift has a peak-to-
peak variation of 6 percent, which compares well to the three-
dimensional case. However, as opposed to a rotor unsteady 
peak-to-peak torque variation of 66 percent, "only" 40percent 
variation in lift is experienced by the rotor in the two-dimen
sional case. In general the agreement between the time-aver
aged and the steady-state axial torque is excellent with 
differences less than 0.5 percent of the time-averaged value. 

4 Radial Temperature Migration 
The objective of this section is to analyze the migration of 

a spanwise nonuniform inlet temperature distribution in an 
axial flow turbine stage (similar to the one discussed in the 
previous section). The design of this stage was performed by 
Rolls-Royce and is representative of a high pressure (4:1 stage 
pressure ratio), cooled aircraft turbine operating in the tran
sonic regime. The flow simulation uses a 3-to-5 stator-to-rotor 

0.29 

Fig. 9 Rotary stagnation pressure (pJ/Pum) on rotor suction side: 
(a) steady-state, (b) time-averaged (inc. = 0.01) 

blade count ratio, which corresponds closely to the actual 
configuration of (36 stators)/(61 rotors); see Figs. 10 and 11. 
56 x 36 x 21 nodes are used in each of the three stator 
channels, and 56 X 22 x 21 in each of the five rotor passages. 

The stator inlet conditions are set by two flow angles and 
by assuming a uniform stagnation pressure. A radially para
bolic stagnation temperature profile is set in which the tem
perature is 21 percent higher at midspan than at the hub and 
the tip endwalls. Notice that these conditions produce a radially 
sheared velocity field, hence vorticity. However, under the 
invariance of the inlet stagnation pressure and by using the 
Munk and Prim substitution principle (Munk and Prim, 1947), 
it can be shown that no three-dimensional secondary flow 
associated with the temperature gradient occurs in the vane 
(Saxer, 1992). This is because the Munk and Prim principle 
states that if a steady isentropic flow field without body forces 
is determined for a specific geometry and a total pressure 
distribution, then the streamline pattern, the Mach number, 
and the static pressure fields remain unchanged for any stag
nation temperature distribution. Another way of checking this 
statement is again to use secondary flow theory (Hawthorne, 
1974; Johnson, 1978; Horlock and Lakshminarayana, 1973). 
Rewriting Eq. (6) in the absolute frame of reference would 
show that the growth of the absolute streamwise vorticity is 
dependent upon the gradient of stagnation pressure, which is 
set to zero at the inlet, i.e., the vortex lines introduced at the 
inlet have to remain perpendicular to the flow in the vane. In 
fact, the secondary flow developed by the turning of the inlet 
normal vorticity is exactly balanced by the secondary flow 
introduced by the temperature gradient. 

These arguments are not valid in the rotor frame of reference 
where a radial secondary flow occurs. It can be qualitatively 
explained by using vorticity and velocity triangle arguments 
and simple dynamics (Butler et al., 1986; Saxer, 1992). Figure 
12 is a schematic of the vorticity and the velocity triangles at 
the stator/rotor interface. In the relative frame, the stator 
vorticity (normal to the flow) can be decomposed into a normal 
and a streamwise component, which will strengthen as the 
normal component turns into the rotor passage producing a 
three-dimensional secondary flow. From the velocity triangle 
it can be inferred that in the rotor frame the hot midspan fluid 
is streaming with a relative higher velocity than the cold endwall 
fluid, and with an incidence angle oriented more toward the 
pressure side of the rotor. This implies that relative to a uniform 
inlet condition solution, the temperature distortion calculation 
exhibits an excess of rotary stagnation pressure (or rotor-rel
ative inlet stagnation pressure) at midspan and a deficit at the 
hub and the tip of about 12 percent of the rotor-relative inlet 
dynamic head, which contributes to the generation of second
ary flow. The overall effect is the collection of hotter gas on 
the rotor pressure side than on the suction side. On the pressure 
side, the hot fluid is spreading from midspan toward the hub 
and the tip endwalls, resulting in the heating of the upper and 
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a) b) 

Fig. 10 Static pressure field at the hub: (a) steady-state, (o) time-averaged (increment Ap/p,lnl = 0.025) 

whot 

Fig. 11 Steady-state static pressure at the hub using reflecting bound
ary conditions 

» hot 

Fig. 12 Velocity and vorticity triangles at stator/rotor interface 

lower walls. On the suction side, cool endwall gas flows toward 
midspan. Also a comparison between steady-state flow solu
tions without and with inlet radial temperature distortion shows 
that the rotor-relative secondary flow affects the vane flow 
field by reducing the stator/rotor interface pressure (about 17 
percent of the rotor inlet dynamic head for the case examined); 
see Saxer and Giles (1990). In turn this produces an increase 
in both the stator exit and the rotor inlet Mach numbers and 
also the rotor inlet angle. This is sufficient to trigger a shock 
at the rotor root; see Fig. 10(a). 

4.1 Unsteady Rotor-Relative Temperature. Instan
taneous rotor-relative stagnation temperature contours and 
static pressure contours on the suction side (of the lower rotor 
blade) are plotted in Fig. 13 for four snapshots during one 
period. Notice that for the case examined here, the period, 
starting at t = 0 in the configuration shown in Fig. 10, is 
defined as the time for one rotor passage to rotate by an amount 
of five rotor pitches to t = 1, which also corresponds to t = 
0. The suction side radial migration of the cooler gas at the 
hub and the tip toward midspan is small at any time during 
the period. However, under the shock interaction, the local 

instantaneous surface stagnation temperature can exceed the 
time-averaged midspan rotor inlet value by about 10 percent, 
which corresponds to half of the stator inlet distortion. This 
shows up as local hot spots of elliptical shape created behind 
the passing shock waves. Notice that in the rotating frame of 
reference the time-averaged parabolic inlet distortion is re
duced from 21 to 17 percent. The local envelope of these 
temperature fluctuations has a magnitude of the order of the 
absolute distortion, hence larger than the rotor-relative inlet 
variation. The rotor-relative pressure surface stagnation tem
perature distribution together with the static pressure contours 
during one period are illustrated in Fig. 14. As explained in 
Section 3, the rotor pressure side is less affected by the shock 
interaction, thus the local unsteady temperature fluctuations 
are smaller than on the suction side. However, under the in
fluence of the radial secondary flow, which is stronger on the 
pressure side than on the suction side, the hot spots cover a 
broader portion of the blade. 

4.2 Steady and Time-Averaged Results. Steady-state and 
time-averaged periodic unsteady static pressure contours at the 
hub are represented in Fig. 10. Clearly, the results are very 
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stagnation 
temperature 

static 
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t = 0.75 

t = 0.50 

t = 0.25 

OB2 t = 0.00 or 1.00 

t.e. 
Fig. 13 Rotor-relative stagnation temperature contours and static pres
sure contours on the suction side at different times. AT,/yTm = 0.01, 
Ap/p,i„i = 0.025 

similar, with a discrepancy less than 2.5 percent of p,m\ between 
the two solutions. This is small when compared to the level of 
unsteady pressure fluctuations that can be ten times larger 
during the cycle. To show the importance of the formulation 
of the boundary conditions in the calculation of this type of 
transonic flow, Fig. 11 presents a result for which the standard 

Fig. 14 Same as Fig. 13 but for rotor pressure side 

one-dimensional boundary conditions have been used at the 
inlet, the exit, and the stator/rotor interface. Notice the spu
rious reflections at the stator/rotor interface and at the rotor 
exit where a uniform pressure has been set. In particular, the 
trailing edge oblique shock waves of both the stator and the 
rotor are reflected back into the computational domain as 
expansion waves. The use of the improved (nonreflecting) 
boundary conditions in the calculation of the steady-state sta-
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stagnation static 
temperature pressure 

Fig. 15 Rotor-relative stagnation temperature contours (T,/yTm,) and 
static pressure contours (p/p(ini) on the suction side: (a) steady-state, 
(b) time-averaged 

tor/rotor interaction avoids these numerical reflections, and 
thus allows for a fair comparison between steady-state and 
time-averaged solutions. 

Steady-state and time-averaged periodic unsteady rotor-rel
ative stagnation temperature contours are compared in Fig. 15 
for the suction side. Clearly the pattern is the same, with a 
slightly stronger secondary flow in the time-averaged solution. 
The local difference of one contour between the two solutions 
corresponds approximately to 6 percent of the (stator) inlet 
temperature variation (i.e., radial distortion). At midspan, the 
time-averaged surface temperature downstream of the leading 
edge on the suction side is higher than the time-averaged inlet 
temperature. This is not really predicted by the steady-state 
code. A similar conclusion was found by Takahashi and Ni 
(1990) for the migration of a hot spot in a subsonic turbine 
stage. Also shown on Fig. 15 are the corresponding static 
pressure distributions. Except for some minor differences at 
the root near the weak shock, the agreement is excellent. On 
the rotor pressure side, see Fig. 16, the differences are larger 
with steady-state temperature contours showing a stronger ra
dial flow in the tip region. For instance, at the tip near the 
trailing edge, the steady-state heating reaches 9 percent of the 
inlet stagnation temperature reference taken at the hub, which 
corresponds to 42 percent of the inlet distortion. On the other 
hand, the time-averaged tip heating corresponds only to 2.5 
percent of T,inihub, i.e., 12 percent of the inlet radial temper
ature variation. This means that compared to the time-averaged 
solution, the steady-state result locally overpredicts the tem
perature migration by about one third of the inlet distortion. 
However, the static pressure contours plots of Fig. 16 show a 
nearly perfect agreement for this quantity on the pressure side. 
Hence the steady-state code is adequate for blade loading in-
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Fig. 16 Rotor-relative stagnation temperature contours (T,/yT,M) and 
static pressure contours (p/p,mi) on the pressure side: (a) steady-state, 
(b) time-averaged 

formation, a conclusion similar to the one found by Takahashi 
and Ni. The close agreement between the steady-state and the 
time-averaged flow solutions is a consequence of the similar 
distributions of rotor-relative inlet stagnation enthalpy (a local 
difference less than 0.5 percent of the stator inlet distortion) 
and flow angles (less than 1.5 deg). Moreover, the difference 
in rotary stagnation pressure between the steady-state solution 
and the time-averaged result, which could explain a different 
secondary flow behavior, is less than 2 percent of the rotor 
inlet dynamic head. 

Finally, the steady-state rotor-relative stagnation tempera
ture contours on the pressure side are compared in Fig. 17 with 
Pappas's results (Pappas, 1990) using Denton's inviscid solver. 
Although some differences exist in the definition of the blading 
(discussed by Saxer, 1992), the agreement is good. 

5 Summary and Conclusions 
This study has demonstrated the importance of three-di

mensional inviscid periodic unsteady flow in a generic transonic 
axial turbine. A periodic stator/rotor shock wave interaction 
has been described for uniform vane inlet conditions. The 
unsteady static pressure envelope can exceed the level of the 
time-averaged local value. This leads to three-dimensional 
shock-induced unsteady secondary flow, not present in the 
steady-state solution. Although the computed level of unstead
iness is higher at the hub and at the tip compared to midspan, 
the behavior in time of the stator/rotor shock wave interaction 
is similar in nature across the span. The integrated blade surface 
pressure coefficient fluctuates as much as 2/3 of the time-
averaged value. This is 60 percent larger than in the two-
dimensional case. 

The steady-state solution agrees extremely well with the time-
averaged result (especially for the static pressure distribution), 
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Pappas (1990) Present method 
Fig. 17 Rotor-relative stagnation temperature contours on the pressure 
side with (r,mid/T/hllb)ini = 1.30 

which is a surprising result considering the fact that for the 
cases examined here the unsteady fluctuations can be one order 
of magnitude larger than the ones occurring in standard de
signed subsonic axial flow turbines. It is believed that such 
good agreement between the two solutions is greatly due to 
the use of the nonreflecting boundary conditions in the steady-
state calculation of the stator/rotor interaction. By avoiding 
spurious reflections and by providing a relieving effect for the 
flow to account for the presence of the leading and the trailing 
edge of neighboring blades, these steady-state conditions rep
resent, to a good approximation, the time-averaged physical 
phenomena. However, in terms of the blade stagnation tem
perature distribution, while the steady-state solution retains 
the same trend as the time-averaged flow field, differences 
appear in the local values. This has been examined in the second 
flow case by looking at the rotor-relative secondary flow caused 
by the introduction of a spanwise temperature distortion at 
the stator inlet (21 percent over-temperature at midspan com
pared to the endwalls, with a parabolic variation). The time-
averaged rotor surface temperature radial migration on the 
pressure side of the blade near the tip is reduced compared to 
the steady-state solution. This may be due to the essentially 
two-dimensional pattern of the shock interaction mentioned 
in the first case. The unsteady temperature field is very different 
from the steady-state solution. Unsteady hot spots of elliptical 
shape, whose strength corresponds to half of the inlet tem
perature distortion, are periodically created behind the passing 
shock waves on both the blade suction and pressure sides. The 
magnitude of the local unsteady rotor-relative stagnation tem
perature envelope reaches the level of the stator inlet distortion. 
This is larger than the time-averaged rotor inlet distortion. 
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Discrete-Jet Film Cooling: A 
Comparison of Computational 
Results With Experiments 
Large-scale computational analyses have been conducted and results compared with 
experiments to understand coolant jet and cross/low interaction in discrete-jet film 
cooling. Detailed three-dimensional elliptic Navier-Stokes solutions, with high-order 
turbuence modeling, are presented for film cooling using a new model enabling 
simultaneous solution of fully coupled flow in plenum, film-hole, and cross-stream 
regions. Computations are carried out for the following range of film cooling pa
rameters typically found in gas turbine airfoil applications: single row of jets with 
a film-hole length-to-diameter ratio of 1.75 and 3.5; blowing ratio from 0.5 up to 
2; coolant-to-crossflow density ratio of 2; streamwise injection angle of 35 deg; and 
pitch-to-diameter ratio of 3. Comparison of computational solutions with experi
mental data give good agreement. Moreover, the current results complement ex
periments and support previous interpretations of measured data and flow 
visualization. The results also explain important aspects of film cooling, such as the 
development of complex flow within the film-hole in addition to the well-known 
counterrotating vortex structure in the cross-stream. 

1.0 Introduction 
Modern aircraft gas turbine hot section components operate 

in extremely harsh environments where ambient temperatures 
routinely exceed the melting point of available alloys. Reliable 
operation and prolonged useful life of components require 
controlling both temperature level and gradient. Discrete-jet 
film cooling, often used in conjunction with internal convective 
cooling, is a popular method available to designers of such 
components. Although there are many configurations of film 
cooling, one common feature is the highly complex nature of 
the flowfield created by a coolant jet interacting with a hot 
cross-stream. 

Current flowpath heat transfer design practice is mostly 
empirical in nature and relies heavily on a large experimental 
data base. However, it is inconceivable to have a large enough 
data base for all possible combinations of geometric and flow 
parameters. Yet, recent design trends toward even higher cycle 
pressure and temperature with drastically reduced coolant sup
ply have rapidly moved present day designs away from existing 
data bases. In addition, design cycle time is being compressed 
in order to beat the competition to the market. Thus, there is 
an urgent need to reduce the level of empiricism in heat transfer 
design practice and to develop a truly predictive capability for 
film cooling. 

There have been significant advances in all facets of com
putational fluid dynamics methods for complex fluid flow 
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problems in the last two decades. Concurrently, storage ca
pacity and computation speed of computers have increased by 
many orders of magnitude with accompanying decreases in the 
cost of computation. Proliferation of supercomputers has made 
these machines readily available for many. In light of these 
advances, a real predictive capability for film cooling heat 
transfer is now feasible. 

2.0 Literature Review 
For the purpose of the following discussion, the large body 

of film cooling papers in the open literature is divided into the 
broad categories of experiment and computation. Experimen
tal works, in turn, are split into two groups. The first group 
includes studies that generate "surface" measurement data for 
use in design activities. These data are presented most com
monly in the form of adiabatic film cooling effectiveness (17). 
Other studies that support computational model development 
activities and provide detailed "field" measurements are dis
cussed in the second group. Computational works are also split 
into two groups. Two-dimensional boundary layer models, 
relatively simple and fast-running codes that provide circum-
ferentially averaged results when calibrated against a suitable 
data base, are presented in one group. The final group includes 
three-dimensional Navier-Stokes models, which generate de
tailed results and have the greatest potential for true predictive 
capability. 

2.1 Experimental Studies 

2.1.1 Surface Measurements. There are an abundance of 
surface measurement data in the open literature for design use 
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especially for slot, transpiration, and single hole injection con
figurations. Most of these and the early single row of discrete-
jet experiments were conducted with coolant jet-to-crossflow 
density ratio (DR) close to unity. High-DR cases are more 
relevant for gas turbine applications and such studies have 
been carried out at many institutions. A short list of repre
sentative investigations in this category includes the works of: 
(0 Petersen et al. (1977), (ii) Foster and Lampard (1980), and 
(Hi) Forth and Jones (1988). Although these and other studies 
have covered a wide range of density and blowing ratios, one 
feature they all had in common was their use of large film-
hole length-to-diameter ratio (L/D ranging from about 10 to 
40), configurations atypical of gas turbine airfoils. 

Sinha et al. (1991) reported adiabatic effectiveness for a large 
number of density ratio (DR = 1.2, 1.6, and 2) and blowing 
ratio (M = 0.25 to 1.0) combinations for a single row of 35 
deg holes with PD of 3. A unique feature of this study is its 
use of short film holes resulting in a small film-hole length-
to-diameter ratio of L/D = 1.75. The configuration used in 
these experiments was replicated exactly in one of the two 
computational models reported in the present study. 

2.1.2. Field Measurements. The number of studies avail
able in the open literature on field measurements is far less 
then those for surface data. The instrumentation used to survey 
the field is critically important in these types of measurement 
and they were found to range from pitot probes in early studies, 
to single, ^-sensor, and triple-sensor hot-wire anemometry, 
and finally to three-beam laser-Doppler velocimetry (LDV) 
used in the latest publications. A brief review of the most 
significant papers for our purposes is provided next. 

Crabb et al. (1981) studied the hydrodynamics of a normal 
jet interacting with a crossflow using an A'-sensor hot-wire 
probe in the far field and LDV in the near field. In these tests 
the density ratio was kept at unity with a blowing ratio of 1.15 
and 2.3. Results indicate a highly distorted velocity profile at 
the jet exit plane. The jet supply pipe was long, as commonly 
found in almost all early studies, with L/D = 30. 

The present authors benefited greatly from a series of papers 
published by a group headed by Prof. Rodi at the University 
of Karlsruhe in Germany. Andreopoulos and Rodi (1984) doc
umented what was then the most detailed study of the tur
bulence field for a normal jet in a crossflow. Density ratio was 
kept at unity and blowing ratio at 0.5. The measurements 
clearly showed the presence of a massive blockage occupying 
the upstream portion of the jet exit area. The jet was forced 
to leave mostly from the downstream half of the exit plane. 
Consequently, the velocity profile taken at the centerline of 
the jet exit plane was highly skewed with its maximum point 
shifted downstream from the center. Disturbances created by 
the interaction of jet and crossflow were found to penetrate 
into the supply pipe and influence the flow upstream of the 

exit plane. This configuration, too, had a long supply pipe 
with L/D = 12. 

A row of inclined jets at a number of injection angle, density 
ratio, and blowing ratio parameter combinations were studied 
by Kadotani and Goldstein (1979), Yoshida and Goldstein 
(1984), LeBrocqetal. (1973), Launder and York (1974), Foster 
and Lampard (1980), and others. Again, a common feature 
of all these studies was their use of long coolant supply tubes 
with L/D ranging from about 11 to 62. 

Studies conducted by the University of Texas group represent 
to our knowledge the most comprehensive survey of inclined 
jets-in-crossflow. Pietrzyk et al. (1989) documented jets with 
density ratio of unity and in a companion paper the same 
authors (1990) published results for density ratio of 2. Both 
studies were done on the same film configuration with a single 
row of jets inclined at 35 deg and spaced 3 diameters in the 
lateral direction The blowing ratios were 0.25, 0.5, and 1 in 
the first paper and 0.5 in the second. Aside from a cryogenically 
cooled jet, this particular facility is set apart from all others 
because of its ability to accommodate models with a small 
film-hole length-to-diameter ratio of 3.5. The low L/D makes 
this study very relevant to gas turbine airfoil applications. 
Detailed measurements were reported of the distributions of 
streamwise and normal components of the mean and fluc
tuating velocity along with the dominant Reynolds stress from 
one diameter upstream to 30 diameters downstream of the 
hole. A two-axis, five-beam laser-Doppler velocimetry system 
enabled simultaneous measurements of all three velocity com
ponents for accurate turbulence data. Two observations were 
made that are most interesting and unique in the open liter
ature. First, as the blowing ratio varied from 0.25 to 1.0, the 
location of the maximum in the centerline velocity profile at 
jet exit shifted from downstream to upstream of the center. 
Second, at increased blowing ratio a high level of turbulence 
was measured in the downstream half of the jet exit plane. 
The authors explained these two observations by hypothesizing 
the presence of a possible separation region within the film 
hole. One of the two three-dimensional Navier-Stokes models 
presented in the present study is a detailed replica of the con
figuration described in these papers. 

2.2 Computational Studies 

2.2.1 Two-Dimensional Layer Models. A number of two-
dimensional boundary layer type computer programs that pre
dict laterally averaged behavior of film cooling are described 
in the literature by Crawford et al. (1980), Tafti and Yavuzkurt 
(1990), Norton et al. (1990), and Haas et al. (1992). These 
codes are intended for parametric runs in preliminary design-
type settings. By nature they are relatively simple, fast-running, 
and very economical. A suitable data base, either experimental 
or computational, is needed in order to calibrate these models. 

Nomenclature 

D = diameter of coolant jet in
jection hole 
density ratio = Pj/pa 

momentum flux ratio = 
(PV2)j/(pVX = DR(VR)2 

turbulent kinetic energy 
length of film-hole 
length-to-diameter ratio of 
film-hole 

M = blowing (or mass flux) ra
tio = (pPO/OoJOco 
pitch-to-diameter ratio of 
adjacent jets 
local temperature 

DR 
I 

k 
L 

L/D 

PD = 

T = 

T 
1 aw 

Ta 
Tj 

TL 
U, V, W 

V = 

VR 
,y, z 

adiabatic wall temperature 
mainstream temperature 
coolant jet temperature 
turbulence intensity level 
lateral, vertical, and 
streamwise components of 
velocity vector 
magnitude of velocity vec
tor 
velocity ratio = V/Vm 

lateral, vertical, and 
streamwise directions in 
Cartesian coordinates 

a = injection angle of coolant 
jet 

e = dissipation rate of turbu
lent kinetic energy 

r] = adiabatic film effectiveness 
= (Tm - Ta)/(Tj - Ta) 

Subscripts 

aw = conditions at adiabatic wall 
j = conditions at exit plane of 

film-hole 
p = conditions in coolant sup

ply plenum 
oo = mainstream conditions at 

crossflow inlet plane 
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It is then hoped that the calibrated model will not only repro
duce the entire data base faithfully but, in fact, successfuly 
interpolate to fill in the gaps in the data base and perhaps even 
extrapolate beyond it. Clearly, two-dimensional boundary layer 
models cannot predict film cooling in a totally new configu
ration or an existing geometry placed in a substantially dif
ferent flow regime. 

2.2.2 Three-Dimensional Navier-Stokes Models. There 
are a limited number of entries in the open literature on Three-
Dimensional Navier-Stokes models to predict film cooling. As 
stated above, these models have the greatest potential to reduce 
the level of empiricism and provide a true predictive capability 
in design tools. However, along with the increased level of 
sophistication comes an order of magnitude increase in the 
required computational resources. 

The original "fully parabolic" scheme applied to jet-
boundary-layer interaction region by Tatchell (1975) resulted 
in physically unrealistic solutions, thus providing an early in
dication of strong deviation from boundary-layer-like flows. 

Bergeles et al. (1978) documented a "semi-elliptic" (or "par
tially parabolic") scheme used in conjunction with an aniso
tropic turbulence model for an isolated jet injected into a 
crossflow at 90 and 30 deg. Their results indicated reasonably 
good agreement with measurements as long as blowing ratio 
remained extremely low. For example, for the case with a 90 
deg injection angle, it proved to be impossible to obtain fully 
converged solution at blowing ratio of 0.2. Similarly, the results 
deteriorated rapidly beyond M = 0.5 in 30 deg jet simulations. 
These authors discovered that the relative insensitivity of the 
results to the details of the injectant profiles at the exit plane 
did not apply at higher M when the jet was on the verge of 
lift-off. The predicted flow character just downstream of the 
jet was poor even after altering the jet exit plane treatment, 
thus leading to a conclusion that "evidently there were more 
important factors involved." In closing, the authors indicated 
that this situation could perhaps be remedied by extending the 
numerical computations some distance into the injection hole 
itself. 

A total of 27 test cases were computed for a single row of 
holes by Demuren et al. (1986) using the "locally elliptic" 
procedure of Rodi and Srivatsa (1980). In this model, the fully 
elliptic treatment was applied only to a small region containing 
flow reversal; however, in the near and far fields the model 
reverted to partially parabolic and fully parabolic schemes, 
respectively. Also included in the model was the extension of 
Bergeles et al. (1978) to account for anisotropic eddy viscosity 
and diffusivity. The authors acknowledged the significant in
fluence of the crossflow on the jet exit profiles. However, 
indicating a lack of sufficient experimental information, they 
assumed uniform velocity at the jet exit plane. 

White (1980) presented a fully elliptic treatment for an iso
lated normal jet injected into a crossflow. The novel feature 
of this model was its use of separately computed flowfields in 
the pipe and cross-stream regions, which were linked via con
stant total pressure assumption across the jet exit plane. Com
parison of jet exit profiles with measurements showed good 
agreement; however, the method was found in that study of 
be restricted to normal jets supplied from tubes with large 
length-to-diameter ratios. An encouraging observation from 
that study and another one by Patankar et al. (1977) for a 
dilution jet involves the ability of a fully elliptic scheme to 
handle strong jets that are far beyond lift-off. 

2.2.3 Remarks. The three-dimensional models cited 
above suffer from a number of serious deficiencies. For ex
ample, the flow simulations are confined to the crossflow re
gion only. This region is represented using a simple Cartesian 
grid where the jet exit geometry, typically round or elliptic 
depending upon jet injection angle, is approximated as an 

"equivalent area" in a stair-step manner. More critically, var
ious assumptions used to obtain boundary conditions at the 
jet exit plane in the form of exit profiles are, at best, poor 
approximations for those cases with large length-to-diameter 
ratios. They would be even worse when L/D is small. Ac
cording to measurements made in recent experiments by Pie-
trzyk (1989), the use of such profiles in configurations more 
representative of gas turbine airfoil applications cannot be 
justified. 

3.0 The Present Contribution 
There were two primary objectives of this work. The first 

was to develop a three-dimensional Navier-Stokes model to 
predict film cooling in configurations relevant to gas turbine 
airfoils. The second was to compare the results from these 
predictions to experiments in order to explain measured data 
and flow visualization observations. The notable features of 
the present study, which have not been considered in any pre
vious investigation, are: 

(a) Fully coupled and elliptic computation of flow in plenum, 
film-hole, and cross-stream regions of a film cooling sit
uation. 

(b) Detailed description of the complex nature of flow within 
a small length-to-diameter ratio film-hole and mecha
nisms responsible for unusual profiles at the jet exit plane. 

(c) Exact representation of an inclined, round film-hole ge
ometry using a highly orthogonalized grid mesh obtained 
from a state-of-the-art solid modeler integrated with a 
generalized, nonorthogonal curvilinear coordinate system 
grid generator. 

{d) Description of a computational strategy to obtain fully 
converged results for blowing ratios as high as 2.0 in a 
multizone film cooling domain. 

4.0 Technical Approach 
The overall approach used to achieve the above objectives 

is as follows: (0 The computational effort made full use of 
data obtained in a test program set up at the University of 
Texas at Austin by Profs. Bogard and Crawford and their 
students to conduct fundamental studies of jets-in-crossflow 
in large-scale film cooling configurations relevant to gas tur
bine airfoils. (») A three-dimensional, elliptic Navier-Stokes 
model was developed to compute the flowfield in a single row 
film cooling situation in a fully coupled manner. Two relatively 
fine computational grid meshes were generated on two dif
ferent film cooling geometries which resulted in large-scale 
simulations of film cooling flowfields for a single density and 
a number of blowing ratios. (Hi) The results were used to 
understand important aspects of flow in film cooling. 

5.0 Three-Dimensional Navier-Stokes System 
The Navier-Stokes system used to obtain the computational 

results presented in this paper is described briefly. This system 
was created by modifying, extending, and then integrating 
together a number of readily available, suitable codes into a 
computational film cooling prediction tool for use in gas tur
bine applications. It is comprised of the following major mod
ules: geometry generator, grid generator, preprocessor, CRAY 
JCL generator, solver, and postprocessor. The geometry and 
grid generator modules represent a breakthrough in our ability 
to capture a complex film cooling configuration and generate 
a high-quality computational grid. This capability is critically 
important because the quality of a computational solution is 
strongly linked to the quality of the grid mesh. 

5.1 Computational Elements. A state-of-the-art solid 
modeler, I-DEAS, available commercially,from Structural Dy
namics Research Corporation (SDRC), was integrated into the 
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y/D = 10 

y/D = -6 

Fig. 1 Essential features of experimental film cooling configuration 
showing overall extent of computation domain and coordinate system 

computational system as a geometry generator. This approach 
was selected because it appears to be most promising especially 
in film cooling applications employing shaped holes on gas 
turbine airfoils. 

The grid generator creates a grid mesh within each subvol-
ume of the entire computation domain passed to it by the 
geometry modeler. All subvolumes are then combined and grid 
nodes renumbered so as to form a single consistent cluster for 
a structured grid solver. 

The preprocessor, solver, and postprocessor modules em
ployed in the present system were essentially the PHOENICS 
system of codes described by Ludwig et al. (1989) with suitable 
modifications and a JCL generator to run it on a CRAY Y/ 
MP supercomputer. The solver is based on a finite-volume 
discretization scheme and uses a staggered grid as described 
by Patankar (1980). 

Turbulence closure is attained by the use of the standard k-
e model employing the generalized wall function treatment 
described by Launder and Spalding (1974). It is important to 
note that absolutely no special handling, tuning, or adjustment 
of any kind was made to the turbulence model, or any other 
part of the code, to "match" experimental data in the present 
study. Our intent is to determine how well the standard k-e 
model can perform in an elliptic, fully coupled simulation of 
film cooling jets and to remedy its shortcomings in future 
studies. 

5.2 Validation of Computational System. The three-di
mensional Navier-Stokes system has undergone extensive in-
house testing by applying it to relatively simple two-dimen
sional to more demanding three-dimensional problems for 
which code validation quality data exist. The battery of vali
dation test cases includes the following: (0 heat transfer on 
smooth surfaces, (if) flow over a backward-facing step, (Hi) 
two-dimensional normal slot-jet injection, and (iv) three-di
mensional channel flow heat transfer. Overall, the results ob
tained in these test cases were found to be satisfactory. 

6.0 Experimental Test Facility 
A complete description of the experimental facility, includ

ing the test section, cryogenic cooling system, and instrumen
tation used, is given by Pietrzyk (1989). The facility was used 
to make detailed measurements of mean and turbulence char
acteristics of jets-in-crossflow along with adiabatic film cooling 
effectiveness for injection from a single row of 35 deg holes, 
laterally spaced 3 diameters apart, on a flat test surface as 
shown in Fig. 1. The row of holes are placed 19 diameters 
downstream of the leading edge of the test plate and data are 
obtained from 1 diameter upstream to 30 diameters down
stream of the holes. 

Two separate series of tests were run. In one of the series, 
Pietrzyk et al. (1989, 1990) documented the hydrodynamics of 
jet/crossflow interaction using a test plate with a hole length-
to-diameter ratio of 3.5. In these tests density ratio was set at 
either 1 or 2, and blowing ratio varied from 0.25 to 1. In the 
other series, Sinha et al. (1991) acquired adiabatic effectiveness 
data on a test plate with L/D of 1.75 where density and blowing 
ratios were varied from 1.2 to 2 and from 0.25 to 1, respectively. 

The boundary layer growing on the bottom surface of the 
wind tunnel was sucked out and a uniform starting velocity 
profile created at the leading edge of the test plate. Measured 
data indicate that a turbulent boundary layer commenced im
mediately downstream of the test plate leading edge, due per
haps to the presence of a small separation bubble there 
(Crawford, 1992). This is believed to be the main reason for 
the excellent agreement between the predicted and measured 
boundary layer thickness at 1 diameter upstream of the film 
holes. 

7.0 Details of Computational Model 
Details of the computational model, corresponding to its 

experimental counterpart described above, are presented here. 
All dimensions are measured in a Cartesian coordinate system 
with its origin placed at the upstream edge of the film hole on 
the top surface of the test plate and its x, y, and z axes aligned 
with the lateral, vertical, and stream wise directions as seen in 
Fig. 1. 

7.1 Geometry. Two exact replica solid models of the test 
facility including the plenum, film-hole, and cross-stream re
gions were constructed using I-DEAS. The only difference 
between the two models was the film-hole length-to-diameter 
ratio L/D. The first model had an L/D of 3.5 and the second 
1.75, just as in the experiments. Details of the plenum con
struction not found in Pietrzyk (1989) were obtained from 
Crawford (1991) and incorporated into these models. Also, 
edges of the film hole at the top and bottom surfaces of the 
test plate were made sharp as indicated in the description of 
the experimental test facility. As shown in Fig. 1, overall extent 
of the computational domain in the lateral, vertical, and 
stream wise directions was 1.5£>, 16D, and 49D, respectively. 

7.2 Grid Mesh. A highly orthogonalized, nonuniform, 
single-block fine grid mesh was generated with grid nodes 
clustered in the immediate vicinity of the discrete film cooling 
jet. A total of 200,090 grid nodes were used with 22 nodes in 
the lateral, 85 nodes in the vertical, and 107 nodes in the 
streamwise directions. The most difficult to grid and yet the 
most critical portion of the entire mesh is the region within 
the film hole itself. A highly enlarged view of the grid mesh 
in this region on the hole center line plane is shown in Fig. 2(a). 
The film hole was divided into four subvolumes stacked in the 
vertical direction in such a way that the center two volumes 
naturally contained an orthogonal grid as seen in this figure. 
Grid nodes in the other two subvolumes at the inlet and exit 
regions of the film hole were individually orthogonalized with 
the use of surface and volume optimizers. Figure 2(b) shows 
the top view of the orthogonalized grid at the exit plane of the 
round film-hole with a semi-elliptic break-out. The semi-elliptic 
cross section was transformed into a purely orthogonal rec
tangle within a short distance above and below the test plate. 

Other important grid parameters were conservatively set and 
tightly controlled. For example, the stretching ratio used in all 
three directions in the whole domain was kept well within 20 
percent. Similarly, the grid aspect ratio, especially near the 
coolant jet, was kept well under 10. Finally, proximity of nodes 
near metal surfaces was carefully adjusted so that average y + 
was about 30 inside the plenum, ranged from 30 to 100 within 
the film hole, and 50 in the crossflow as M varied from 0.5 
to 2. 
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(a) Within Film-Hole 

(b) Jet Exit Plane 

Fig. 2 Computational grid for three-dimensional discrete jet film cool
ing: 200,090 total grid nodes with 22 lateral, 85 vertical, and 107 stream-
wise nodes 

7.3 Boundary Conditions. Boundary conditions are pre
scribed at all six boundary surfaces of the computation domain 
by imposing exactly the measurements made in experiments. 
Mainstream conditions were kept the same in all cases and the 
coolant flow rate was altered to change the blowing ratio in 
a way fully consistent with the procedure described by Pietrzyk 
(1989). In the lateral (x) direction, both bounding surfaces are 
symmetry planes; therefore, the .^-direction component («) of 
the velocity vector and normal gradients of all other dependent 
variables are prescribed as zero. 

In the vertical (y) direction, at the bottom surface, which 
sits on the flow straighteners, coolant mass flux, enthalpy, and 
the /-direction component (v) of the velocity are fixed to pro
duce the desired blowing ratio at the known plenum temper
ature (Tp) of 153 K. The remaining two components of velocity 
were set to zero. Similarly, assuming a condition of local equi
librium, a uniform distribution of k and epsilon was computed 
from velocity, turbulence intensity of 0.2 percent, and length 
scale equal to 1/10 of plenum width. All parameters affected 
by pressure were adjusted during the computation cycle as the 
correct plenum pressure emerged while iterations continued 
and the solution proceeded toward convergence. At the top 
surface, measured data indicate that a "slip-wall" type bound
ary condition should work properly due to sufficiently far 
placement of this surface from the test plate. Therefore, a slip 
condition was imposed by setting the v component of velocity 
and normal gradients of all other dependent variables to zero. 

In the stream wise (z) direction, at the inlet plane, cross-
stream mass flux, uniform enthalpy, and z-direction compo
nent (w) of 20 m/s were specified to produce the desired main
stream Reynolds number at the measured crossflow 
temperature (Tm) of 302 K. The remaining two components 
of the inlet velocity vector were set to zero. It was possible to 
prescribe a "plug-flow" velocity profile because the inlet plane 
was placed at the leading edge of the test plate where a new 
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boundary layer was triggered. Also, a uniform inlet k and 
epsilon profiles were imposed following a procedure similar 
to that described for the boundary conditions at the plenum 
inlet plane except that turbulence length scale was 1/10 of 
computational passage height. At the exit plane, pressure level 
was specified along with zero streamwise gradient for all other 
dependent variables. 

7.4 Initialization Strategy. Initialization of all the de
pendent variables in the entire field turned out to be a critical 
item especially at high M, in securing converged solutions in 
the fully elliptic and fully coupled computation of the complex 
film cooling situations presented in this paper. First, the three 
regions, namely, plenum, film-hole, and cross-stream, were 
separately initialized as accurately as possible for the lowest 
blowing ratio (M= 0.5) case. Next, the fully converged solution 
obtained from this run was used as the initial field for the next 
case with a slightly higher M, and so on. This strategy made 
it possible to successfully converge the computational solution 
for the highest blowing ratio (M=2) attempted in this study. 

7.5 Convergence. Starting from a suitable initial distri
bution for all field variables, iterations were continued until 
each transport equation satisfied a built-in convergence cri
terion. The computational solution was declared "fully con
verged" when the normalized residual of each governing 
equation was at or below 1 percent level. The normalized 
residual was computed by adding the absolute values of the 
residuals for all the finite volumes in the whole domain and 
dividing this sum by the total inlet flux (crossflow and plenum 
combined) of a relevant quantity for each equation (e.g., en
thalpy flux for the energy equation). 

8.0 Computed Three-Dimensional Flowfield 
Simulation details and comparisons of computed flowfield 

with experiment are presented in this section. Unless otherwise 
noted, all results presented here, except for those for adiabatic 
effectiveness, are for the case with L/D = 3.5. 

8.1 Details of Flow in Film Hole. The complex nature 
of flow within the film-hole itself is described in this subsection. 
This, to our knowledge, is the first time that any information, 
either experimental or computational, regarding the nature of 
flow in a film-hole with a small L/D is documented in the film 
cooling literature. 

Computed velocity vectors on the centerline plane of the 
film-hole are presented in Figs. 3(a, b) for Af=0.5andM=2.0, 
respectively. Clearly, no part of this flow resembles a fully 
developed pipe flow as would be the case in a long coolant 
supply tube. Instead, a low-momentum region appears near 
the inlet and downstream wall of the film-hole at M= 0.5, Fig. 
3(a). The coolant flow appears to be showing a slight jetting 
effect near the upstream wall. At the highest blowing ratio of 
M = 2, shown in Fig. 3(£>) a strong jetting effect is seen near 
the upstream wall with the coolant hugging this surface as it 
rides over the low momentum region near the downstream 
wall. 

A view of the velocity vectors on a plane perpendicular to 
the general direction of the throughflow in the film-hole reveals 
the exact nature of the coolant flow in this region, Figs. 4(a,b). 
The exact location of this plane within the film-hole is indicated 
by the two bold lines in Fig. 2(a). In this view, the crossflow 
direction above the jet exit plane is from left to right. Two 
counterrotating vortices are present in the film-hole at both 
blowing ratios with their cores close to the downstream wall 
of the coolant supply tube. The vortex strength is directly 
related to blowing ratio as it is much higher in the high M 
situation shown in Fig. 4(b) than the low M case seen in Fig. 
4(a). The vortex structure seen here is due to the secondary 
flow created by a large change in the direction of the coolant 
flow as it enters the inclined supply tube from the plenum. 

Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



- * — > > > > > > > > > > » » > > > > - » • > , > •>—$^_-
> > > > > > > > >->3»»»»>-$»->-»^»-

Crossflow 
Direction 
(magnitude not to scale) 

3000 cm/s 

(a)/W = 0.5, DR = 2.0 

500 cm/s 
(a) M = 0.5, DR= 2.0 

^ > > > > > > > > WMEif r - J*^* 
> > > > 3 > > > ;»?w»»fr3 

— ^ ^ — i > > > > > > > ? .^^iumwi.it 
->Crossf[ow > > > > > > > >w»»»e 
- * — ? — > > > > > > > > > > , - ^ * * 

Jetting Effect 

Crossflow 
Direction 
(magnitude not to 

I I I t I t t U « \ \ 
Plenum 

(b)M = 2.0, Dfl = 2.0 

Fig. 3 Computed velocity vectors on centerline plane show complex 
nature of flow within film hole 

The same mechanism that induces secondary flow in curved 
tubes is responsible for the creation of vortices within the film-
hole. The sense of rotation of the vortices is the same as a 
similar counterrotating vortex structure in the cross-stream to 
be discussed shortly. Flow visualization experiments conducted 
at the University of Texas confirm the existence of the coun
terrotating vortex structure shown here (Crawford, 1992). 

The final observation, which is important for our discussion 
in Section 8.3.1 below, involves the production of turbulence 
inside the film-hole. Computational results indicate that as the 
blowing ratio increases, the coolant supply tube becomes the 
major source of turbulence. The centerline turbulent kinetic 
energy contours for M= 2 presented in Fig. 5 reveal that the 
location of the peak level is indeed within the film-hole. Pre
vious results, presented in Figs. 3 and 4, are helpful in ex
plaining this observation. As M increases, the counterrotating 
vortex strength increases and is accompanied by strong jetting 
of coolant over the vortices. The highest velocity gradients are 
found in the interface region between the jet and the vortex 
structure. It is precisely at this interface that high turbulence 
is generated. 

8.2 Details of Flow at Exit Plane of Coolant Jet. In this 
subsection we focus our attention on the distribution of de
pendent variables at the coolant jet exit plane because other 
numerical studies published in the open literature have con-

lb) /M = 2.0, OR =2.0 

Fig. 4 Computed velocity vectors show counterrotating vortex struc
ture within film-hole on a plane perpendicular to general flow direction 
and halfway between inlet and exit surfaces of the coolant jet 

Crossflow 

Plenum 

Fig. 5 Computed turbulence intensity contours on centerline plane 
show high levels of turbulence created in film-hole at M = 2, DA?=2 

eluded that downstream results are very sensitive to the profile 
assumptions made there. 

High L/D. The previously accepted view of exit profiles 
of coolant jets was based on either film cooling or jets-in-
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* • z/D 

(b) Low L/D 

Fig. 6 Exit plane velocity profiles of film cooling jets at various blowing 
ratios 

Fig. 7 Computed centerline velocity profiles near jet exit for DR = 2 
and M= 1 show momentum deficit away from wall and slight overshoot 
above coolant jet 

crossflow experiments conducted with unrealistically long sup
ply tubes. Here, a single mechanism, namely the relative mag
nitudes of crossflow and coolant jet momentum, is thought to 
be the final arbiter of the profiles at the exit plane. According 
to this view, at low blowing ratios, say M=0.25, the coolant 
jet exits mostly through the downstream half of the exit plane 
due to blockage caused by the crossflow carrying much higher 
momentum. The result is a skewed velocity profile with its 
peak shifted downstream of the center as depicted in Fig. 6(a). 
At much higher blowing ratios, say M=4, the coolant jet exits 
as though the crossflow does not exist. This time, the exit 
velocity profile is very much like a fully developed turbulent 
pipe flow profile shown in Fig. 6(a). Of course, no variation 
is prescribed in the lateral direction. 

This view, and hence the profiles resulting from it, when 
applied in a typical gas turbine film cooling configuration with 
a small L/D, may be highly misleading and is perhaps one of 
the prime causes of anomalous results (Jubran, 1989; Amer 
e ta l , 1992). 

Low L/D. The current computational results point to three 
mechanisms competing to control the profiles of coolant jets 
at exit plane. These are: (i) relative magnitudes of crossflow 
and coolant jet momentum, (ii) strength of jetting effect near 
upstream wall of film-hole, and (Hi) strength of counterrotating 
vortex structure. These mechanisms explain experimental 
measurements of Pietrzyk et al. (1989, 1990) and the current 
computational results at the exit plane are fully consistent with 
their data. 

Velocity profiles measured by Pietrzyk (1989) along the cen
terline at the exit plane at M= 0.25 show some crossflow block
age induced skewness. However, unlike previous 

measurements, the blockage is not excessive because it is offset 
by a relatively weak jetting effect present even at such low M, 
Fig. 3(a). Experiments indicate a fully developed profile at a 
blowing ratio of only 0.5. This means that the crossflow block
age is fully offset by the presence of coolant jet at the upstream 
wall of the film-hole. At higher blowing ratio, such as presented 
in Fig. 3(b) for M=2, the jetting effect overpowers the cross-
flow blockage and results in a velocity profile skewed upstream, 
Fig. 6(b). The role of the experimentally confirmed vortex 
structure is to create lateral variation and impart swirl to the 
coolant jet. 

The same authors report data showing high turbulence levels 
spewing out of the exit plane at high blowing ratios. They 
hypothesized the existence of a separation bubble and a reat
tachment region within the film hole to explain their data 
(Pietrzyk et al., 1989). This too is explained by the present 
simulations as turbulent kinetic energy contours shown in Fig. 
5 indicate the true source of turbulence (see discussion at the 
end of Section 8.1). 

8.3 Details of Flowfield Within Cross-Stream. There are 
many consequences when a coolant jet interacts with a hot 
crossflow. In this subsection, it is our aim to document the 
details of this interaction and the resulting flowfield in the 
cross-stream using data from computations and experiments. 

8.3.1. Crossflow Results on Centerline Plane. Computed 
velocity vectors on the hole centerline plane near the jet exit 
are presented in Fig. 7. These profiles are remarkably similar 
to those measured by Pietrzyk et al. (1989) and have two 
important features that are noteworthy. First, the profile at 
z/D = 5 indicates that the greatest streamwise momentum 
deficit is away from the test surface at about y/D of 0.5. 
Second, right above the momentum deficit zone there is a small 
region with a slight velocity overshoot created by the crossflow 
accelerating over the coolant jet. 

One of the important indicators of the effectiveness of a 
film cooling jet is its trajectory. A low trajectory results in a 
high film effectiveness when a coolant jet is attached to the 
surface to be protected. A high trajectory, on the other hand, 
implies penetration of the jet into the crossflow and away from 
the injection surface, therefore, low film effectiveness. A scalar 
field, such as temperature, can be used as a tracer to determine 
the trajectory of a coolant jet. 

Figures 8(a,&) show temperature contours for a jet with DR 
= 2 and M=0.5 and 2, respectively, to demonstrate the effect 
of blowing ratio on jet trajectory. The coolant hugs the test 
surface at the low blowing ratio case presented in Fig. 8(a). A 
strong jet penetration, therefore, a high trajectory results as 
the blowing ratio increases to M=2, as seen in Fig. 8(6). 

Experiments also indicate that blowing ratio influences the 
source of turbulence in film cooling situations such as the one 
considered here (Pietrzyk, 1989). At low M, centerline tur
bulent kinetic energy contours in Fig 9(a) indicate that the 
shear layer between the crossflow and coolant jet is the main 
source of turbulence. This can be explained by noting that the 
difference in the streamwise momentum content of the jet and 
crossflow is highest at low M. At high Msituations, Fig. 9(b), 
especially at small injection angles, this difference diminishes 
and the film-hole becomes the main source of turbulence for 
the reasons presented in Section 8.1. 

8.3.2. Crossflow Results on Planes Normal to Cross-
Stream. More details of the complex nature of flow structure 
in the cross-stream are revealed by results plotted on planes 
perpendicular to crossflow. All views in the series of plots 
presented in this section are aft-looking-forward. 

Two of the most important features in the cross-stream, 
namely, the counterrotating vortex structure and kidney-shaped 
cross-section of coolant, are captured in Figs. 10(a, b) by 
superimposing velocity vectors on temperature contours on a 
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150.0cm/s 

(a) M = 0.5, DR = 2.0 (Computed) 

(b) M = 2.0, DR = 2.0 

Fig. 8 Computed centerline temperature contours demonstrating ef
fect of blowing ratio on trajectory of coolant jet 
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(b) M = 2.0, DR = 2.0 (Computed) 

(a) M = 0.5, DR = 2.0 

Pietrzyk (1989) 
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(b) M = 2.0, DR = 2.0 

Fig. 9 Computed centerline turbulence intensity contours showing 
change in turbulence source with blowing ratio 
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plane located 5 diameters downstream of film-hole leading 
edge. Apparently, the strength of secondary flow is again di
rectly related to blowing ratio as was the case within the film-
hole. This is evidenced by the low magnitudes of secondary 
flow velocity vectors in Fig. 10(a) for M= 0.5, and high ones 
in Fig. 10(b) for M= 2.0. The vertical and lateral location of 
the core center in Fig. 10(a) agrees well with experimental data 
presented in Fig. 10(c) for the same case. The net aerodynamic 
effect of the vortices interacting in such close proximity is to 
bring the individual cores laterally closer together and to lift 
the entire coolant film vertically away from the surface at high 
M. Another action of the vortex motion is the very undesirable 

(c) M = 0.5, DR = 2.0 (Experiment) 

Fig. 10 Velocity vectors superimposed on temperature contours show
ing counterrotating vortices and kidney-shaped crosssection of coolant 
jet at z/D = 5 (aft-looking-forward) 

outcome that hot crossflow is forced down and under the film 
layer. A kidney-shaped cross-section of the coolant jet is the 
final consequence of all the interactions reported here. 

An isometric view of temperature contours on many cross-
flow planes is presented in Figs. ll(a, b) for M=0.5 and M 
= 2.0. These figures show clearly the differences in the tra-
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z/D = 20 

z/D = 15 

(a) M = 0.5, DR = 2.0 (Computed) 

(b) M = 2.0, DR=2.0 

Fig. 11 Isometric view of compuled temperature contours on many 
crossflow planes shows coolant jet trajectories and lateral diffusion 

jectories of these two jets as they diffuse laterally and convect 
in the streamwise direction. It appears that computed jets do 
not seem to be diffusing as much as they should. This assess
ment is based on the observation that the limiting contours 
shown on the last plane at z/D = 25 do not extend to the 
symmetry plane. However, contour plots of various parameters 
presented by Pietrzyk (1989) indicate merging of adjacent jets 
further upstream of this location. More on this later. 

A similar isometric view of computed turbulence level con
tours for M=0.5 and M=2.0 is presented in Figs. 12(a, b) 
along with experimentally measured data for M=0.5 shown 
in Fig. 12(c). There is a striking similarity between the shapes 
of computed and measured contours for M=0.5 shown in 
Figs. 12(a) and 12(c). Furthermore, quantitative agreement is 
also quite good. As discussed in previous sections, the shear 
layer between crossflow and coolant jet is the main source of 
turbulence at M = 0.5, but the film-hole becomes the dominant 
source of this quantity at M= 2. 

8.4 Adiabatic Film Cooling Effectiveness. In this section 
we document the streamwise and lateral variation of film cool
ing effectiveness for the case with L/D = 1.75 because exper
imental data are available on this configuration only. Note 
also that all streamwise distances are measured from the trailing 
edge {z/D = 0) of the film-hole at the exit plane. 

Computed and measured distribution of i? along the jet cen-
terline for three blowing ratios (M = 0.5, 0.8, and 1.0) are 
presented in Figs. 13(«-c). Although the overall streamwise 
trend is correct, the predicted values are consistently high at 
M= 0.5, Fig. 13(a). This situation is improved downstream of 

(b) M = 2.0. DR = 2.0 (Computed) 

2.00 I 

1.75 

1.50 

1.25 

Pietrzyk (1989) 

4% 
6% 
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z/D = 5 

_L J i L 
0 0.25 0.50 0.75 1.00 1.25 150 

x/D 
(c) M = 0.5, DR = 2.0 (Experiment) 

Fig. 12 Isometric view of computed and measured turbulence intensity 
contours on crossflow planes shows remarkable similarities 

z/D = 5 for M= 0.8 and much improved for M= 1.0 predictions 
shown in Figs. 13(Z>) and 13(c), respectively. It appears that 
the computed film jet stays attached even at the highest blowing 
ratio shown as q is always 1 near z/D = 0. It is for this reason 
that bumps in the measured rj curves related to jet detachment-
reattachment are missed by predictions. 

Comparison of computed lateral variation of t\ with that of 
experiments at five streamwise stations, shown in Fig. 14, 
reveals one serious consequence of the insufficient rate of 
spreading noted in Section 8.3.2 above. Measured data indi
cates nonzero TJ at the midpitch location (x/D = 1.5) for all 
lateral profiles except the one for z/D = 1. Computed rj curves, 

366/Vol . 116, JULY 1994 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.9 

0.8 

0.7 

$ 0.6 

^ 0.5 

1 °" 
< 

0.3 

0.2 

0.1 

O 

-

-
-

" 

o 
o 

o 

o 

o 

I 

o 

, 

o 

1 1 

Lines: Computational Results 
Symbols: Experimental Data 

Sinhaetal. (1990) 

O 

O 

i I I I • • 
2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5 25.0 27.5 30.0 32.5 35.0 

Normalized Streamwise Coord. (z/D) 

(a) M = 0.5. DR = 2.0 

°4 
0.8 -v 

6 * 
\ ^ z / D = l 

„ o.7 - \ Y * / / 

§ 0.6 - \ \ d \ 

£ 0.4 -

< 

0.2 " 

0.1 -
z/D =10 \ / S \ \ ¥ 

z/D = 15 N \ \ * 
o 

Lines: Computational Results 
Symbols: Experimental Data 

Sinhaetal. (1990) 

8 
. .. i i i i i 

0 0.15 0.30 0.45 0.60 0.75 0.90 1.05 1.20 1.35 1.50 1.65 1.80 1.95 2.10 
Normalized Lateral Coord. (X/D) 

Fig. 14 Lateral variation of adiabatic effectiveness from computations 
and experiments for ftf = 0.5, DR = 2.0 at five streamwise stations 
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Fig. 13 Streamwise variation of adiabatic effectiveness from compu
tations and experiments along jet centerline 

on the other hand, show almost zero effectiveness beyond 
about x/D=l.2 at all streamwise stations. Also, note that 
predicted centerline (x/D = 0) r? is higher at every station than 
measurements. This is consistent with our earlier observations 
on centerline effectiveness data for M=0.5. 

9.0 Discussion 
This discussion focuses on the strongly coupled and fully 

elliptic nature of film cooling flows in gas turbine configu
rations with small L/D, the complexity of flow within both 
the film-hole and the cross-stream, and the anisotropic be
havior of turbulence created by jets-in-crossflow. 

Flow in the film cooling configurations considered in this 
paper is strongly coupled and fully elliptic. Previous studies 
have concluded that film cooling results downstream of the 
coolant injection location are very sensitive to the distribution 
of dependent variables at the jet exit plane. However, due to 
the close proximity of the inlet and exit planes, these exit plane 
conditions, in turn, are dependent upon conditions at the inlet 
plane of the film-hole. Therefore, the coupling is, by nature, 
three-way as it involves interaction of flow between the plenum, 
film-hole, and cross-stream regions. The strength of coupling 
increases as injection angle and L/D decrease and Mincreases. 
Also, flow both within and outside the film cooling hole is 
fully elliptic as seen in our results. This observation establishes 
the need for fully elliptic treatment of such flows and signals 
that it is about time to abandon both fully and partially par
abolic approaches. 

There is a surprisingly complex flow within the film-hole 
itself. A counterrotating vortex structure is generated in the 
hole, which imparts swirl to the coolant jet as it is discharged 
into the hot crossflow. This vortex structure, together with the 
jetting effect created as the coolant is forced to accelerate over 
it, generates complex conditions at the jet exit plane. In fact, 
some of the measured and computed profiles have exactly the 
opposite trends of those obtained in experiments with large 
L/D. 

Jets-in-crossflow create one of the prime examples of an 
anisotropic turbulence field. We are fully aware of the inad
equacies of eddy-viscosity type turbulence closure models to 
deal with these types of flows. We believe, however, that even 
if a perfect turbulence model existed, one could not obtain 
film cooling solutions with high accuracy the way that such 
flows have historically been modeled in the open literature. 
The improved three-dimensional Navier-Stokes model pre
sented in this paper eliminates the need to specify boundary 
conditions at the jet exit plane, thus removing one of the main 
obstacles in the successful simulation of jet-crossflow inter
actions in film cooling. Our results show that using a com
putational model with a fully elliptic solution procedure to 
compute, simultaneously, the strongly coupled flow in the 
plenum, film-hole, and cross-stream regions can enable one to 
capture and explain much of the flow physics in discrete-jet 
film cooling at high blowing ratios. Thus, the stage is set for 
more accurate film cooling predictions with the use of a tur
bulence model that is capable of,dealing with an anisotropic 
field. The lack of lateral spreading of the coolant in our results 
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is caused by the inability of the k-e model to cope with non
uniform rates of diffusion in different directions. It is to this 
task that we plan to turn next. 

10.0 Conclusions 
The following key conclusions about discrete-jet film cooling 

with a film-hole length-to-diameter ratio typical of gas turbine 
airfoils are drawn from three-dimensional Navier-Stokes anal
yses and experiments. 

• The entire flowfield was dominated by a strong threeway 
coupling caused by interaction between the plenum, film-hole, 
and cross-stream regions. However, fully coupled and elliptic 
simulation of this flowfield captured much of the flow physics 
since predictions effectively supplement, support, and help 
explain experimental data and observations from flow visu
alization tests. 

• Distribution of dependent variables at the jet exit plane 
was highly two-dimensional and fundamentally different from 
those observed in large L/D situations. The final distribution 
resulted from the interaction of three competing mechanisms, 
namely, counterrotating structure and local jetting effects 
within the film-hole, and crossflow blockage. 

• Flow within the film-hole was shown to be extremely 
complex. It contains counterrotating vortices and local jetting 
effects, which make the flowfield in this region highly elliptic. 
Strength of these structures was found to be controlled mainly 
by a combination of three parameters, namely, film-hole length-
to-diameter ratio, blowing ratio, and injection angle. 

• The main source of turbulence shifted from the shear 
layer above the coolant jet in the cross-stream at low blowing 
ratios to the layer between the vortices and jetting regions 
within the film-hole at high blowing ratios. 

• With proper care and an effective solution strategy, full 
convergence was attained for this strongly coupled and elliptic 
film cooling flowfield in a multizone domain at a blowing ratio 
as high as 2.0. 
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Detailed Measurements of Local 
Heat Transfer Coefficient and 
Adiabatic Wall Temperature 
Beneath an Array of Impinging 
Jets 
A transient method of measuring the local heat transfer under an array of impinging 
jets has been developed. The use of a temperature-sensitive coating consisting of 
three encapsulated thermochromic liquid crystal materials has allowed the calculation 
of both the local adiabatic wall temperature and the local heat transfer coefficient 
over the complete surface of the target plate. The influence of the temperature of 
the plate through which the impingement gas flows on the target plate heat transfer 
has been quantified. Results are presented for a single in-line array configuration 
over a range of jet Reynolds numbers. 

Introduction 
Impinging jets are frequently used to cool both the leading 

edge and midspan regions of gas turbine vanes and blades. 
Analytic means of accurately predicting the heat transfer to 
vanes are not available and consequently many experiments 
have been performed on different impingement cooling ge
ometries. The only application of a transient heat transfer 
method was reported by Bunker and Metzger (1990a) who 
measured local heat transfer coefficients over the curved sur
face of a model of the inside of a blade leading edge. Increasing 
the target surface curvature was shown to reduce the heat 
transfer levels, and the effect of Reynolds number on average 
Nusselt numbers was reported. A very comprehensive study 
of many different arrays of jets was reported by Florschuetz 
and his co-authors (1980, 1981, 1982, 1985) who correlated 
heat transfer levels on geometric parameters of the array. The 
heat transfer level predicted by their correlation is dependent 
on local jet Reynolds number, crossflow to jet mass velocity 
ratio, and array geometry. A steady-state experimental method 
was used that produced row resolved Nusselt numbers. The 
same technique but with narrower heaters was used by Saad 
et al. (1980) ar)d Hollworth and Cole (1987). The spatial res
olution achieved by these workers was sufficient to measure 
the peak in span wise average h, which occurs beneath the jets, 
and to observe the downstream shift in peak h as local crossflow 
increases. Liquid crystals have been employed by Goldstein 
and Franchett (1988), Baughn and Shimizu (1989), and Lucas 
et al. (1992) to measure detailed local heat transfer coefficient 
distributions beneath a single impinging jet. The high-reso-
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lution results obtained by these more advanced techniques have 
provided significant insight into the fluid dynamic processes 
responsible for the large heat transfer coefficients that occur 
directly beneath the jet. No detailed heat transfer information 
has been obtained, however, on jet interaction within an array 
or the effect of crossflow on cooling performance. Only Hip-
pensteele et al. (1983) have previously applied liquid crsytals 
to an array of jets, though the results presented were not 
quantitative. 

Florschuetz et al. (1982), Andrews and Mkpadi (1983), and 
Andrews et al. (1985) concluded that the influence of the plate 
temperature on target plate heat transfer levels needed to be 
quantified. In the current work, attention was paid to the 
careful control of the impingement plate temperature. The 
contribution of this thermal boundary condition to the overall 
heat transfer coefficient at the target plate was recently meas
ured by Lucas et al. (1992). They concluded that beneath a 
single confined jet at large hole to target plate spacing and 
high Reynolds numbers, the impingement plate heat transfer 
coefficient can locally exceed the plenum temperature heat 
transfer coefficient. The effect is caused by a large recirculation 
vortex that encircles the jet and draws air back to the jet flow 
along the impingement plate. Significant heat transfer between 
the plate and the recirculation gas is responsible for the im
pingement plate temperature influence on target plate heat 
transfer. The present work has succeeded in measuring the 
impingement plate effect in an engine representative array of 
impinging jets. 

Experimental Apparatus 
A sharp-edged circular hole was chosen to represent the 

engine impingement hole geometries after studying several tur-
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Fig. 2 Inline array geometry

Water

Brass

Perspex ----"i~:":'!!1-=~~~stal

fl'\ ColourL..J video
camera

Fig. 3 Experimental apparatus
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A 0.1 ms response semiconductor pressure transducer was used
to measure the time for the flow to be established. Otherwise
the instrumentation and data acquisition system remained as
described by Byerley (1989). Figure 3 is a diagram of the ex
perimental setup. A coating that combined three different en
capsulated liquid crystals was used to measure the surface
temperature of the perspex. The liquid crystal response was
recorded using CCD video cameras positioned outside the tun
nel that viewed through the 12-mm-thick perspex wall. Light
transmitted through the crystal was eliminated by a coating of
thermally thin black ink. The liquid crystal color play was
calibrated in place using thin surface-mounted thermocouples
fixed to the perspex beneath the temperature-sensitive coating.
The coating was illuminated by fluorescent tubes positioned
above and beneath the test section. A frame grabber and soft
ware written by Wang et al. (1993) were used to determine the
peak signal times for the intensity averaged over 5 x 5 squares
of pixels.

Experimental Method
The transient method has been applied to other internal

cooling geometries by Wang (1991) and Byerley (1989) to meas
ure heat transfer coefficients. With known adiabatic wall tem
perature, the method yields local values of h to an uncertainty
of within 7 percent. The experiment starts with the perspex
model and brass impingement plate at room temperature. The
required jet array Reynolds number is achieved with air at
ambient temperature. The valves are switched to take the same
flow through the bypass and the heaters are then switched on.
This phase continues until the plenum temperature is constant.
A small amount of air is bled back through the impingement
plate from atmosphere. This air bleed together with water
cooling of the impingement plate are sufficient to hold the
perspex target plate temperature constant during the bypass
phase. Heat transfer to the liquid crystal coated surface begins
when the fast-acting valves are actuated and hot gas is pulled
through the cooled brass plate to impinge on the target plate.
A flow establishment time of 0.16 seconds was achieved by
using digital timers to sequence the fast-acting valves so that
they finished their travel at precisely the same instant. During

Impingement
Plate

bine blades employing impingement cooling under a scanning
electron microscope, Fig. I. In the large-scale model used in
these experiments, the impingement plate thickness to hole
diameter ratio, Lid, is 1.2 and the target plate is one hole
diameter from the impingement plate. The hole spacing is 8d
in both the streamwise and spanwise directions. The array plate
was manufactured from brass sheet and includes a water chan
nel used to hold the plate temperature constant throughout
the transient experiments. Eight rows of 5-mm-dia holes are
included in the streamwise direction and five rows span the
channel in an in-line configuration, as shown in Fig. 2. The
air velocity on the channel centerline is measured with a pitot
tube 0.21 m downstream of the last row of holes. Measurements
of the temperature and static pressure at this site permit the
mass flow from the array of jets to be calculated and compared
to that measured at an orifice plate upstream of the jet plenum.

Fig. 1 Image of engine impingement hole produced by a scanning
electron microscope

Nomenclature

c specific heat capacity, Nu Nusselt number p = density, kg/m 3

J/kgK NUtot NUj+Nup
Subscriptsd jet hole diameter, m p pressure, N/m2

Oc crossflow mass velocity, q heat flux, W/m2 avg average
kg/m2s Re Reynolds number aw adiabatic wall

OJ jet mass velocity, kg/m2s T temperature, 0 C c liquid crystal, crossflow
h heat transfer coefficient, t time, s chan channel

W/m2K x streamwise distance, m g gas
k thermal conductivity, y spanwise distance, m j jet

W/mk z impingement plate to target 0 initial
L impingement plate thick- plate separation, m p plate

ness, m 'Y/ dimensionless adiabatic wall plen plenum
m mass flow, kg/s temperature w wall
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Fig. 5 Peak total Nusselt number as a function of position 

the heat transfer experiment, air from the impingement array 
leaves from one side of the channel and hence the local cross-
flow increases with row number (1-8) through the array. 

The pipework between the heaters and plenum was well 
insulated to avoid the potential effect of heat loss on plenum 
gas temperature uniformity. The plenum box had dimensions 
0 .5x0 .5x0 .2m and was fabricated from steel insulated with 
25-mm-thick expanded polystrene. At the end of the by-pass 
phase, the temperature inside the plenum upstream of the flow 
straightener was measured as being within 0.4°C of the air 
temperature on the centerline of the pipe connecting to the 
plenum.The small amount of atmospheric air that was allowed 
to bleed into the test channel kept the pressure in the channel 
slightly higher than that in the plenum. This prevented the 
higher temperature plenum air from entering the test section 
and preheating the target surface during the bypass phase but 
had little effect on plenum heating. No significant effect on 
the plenum temperature profile was noted once the flow was 
switched. A temperature survey with a thermocouple revealed 
that, once steady testing conditions had been achieved, the gas 
temperature was uniform to within 0.5 °C across all the holes 
on the plenum centerline. Furthermore, the double crystal anal
ysis applied to more than one pair of the crystal color change 
times was used to prove that the driving gas temperature 
changed as a step over all of the impinging jets. 

Data Analysis 
The surface temperature rise is related to the local heat 

transfer coefficient and gas temperature by the solution to the 
one-dimensional Fourier equation. Both h and Tmv are found 
by numerically solving two implicit equations, which arise from 
the use of a double crystal method: 

T •— T 
1 a 1 o 

T -T 
1 aw 1 n 

= 1 - exp 
h4~h 

erfc 
h4~U 

Here / = 1 or 2 since at least two event times are obtained at 
each location. Vedula and Metzger (1991) applied a similar 
technique to determine heat transfer results for a film cooling 
situation. Three narrow color play liquid crystals with cali
brated temperatures of 26. P C , 30.6°C, and 35.1°C were used 
in the current series of experiments. At the locations of the 
highest heat transfer coefficient, directly under the jet, the 
second and third crystals were used in the analysis, while at 
regions of lower heat transfer, the first and second crystals 
were used. The 12 mm perspex wall was thick enough to ensure 
that the semi-infinite assumption could be used in all data 
analysis. The perturbation method of Moffat (1988) was used 
to calculate the experimental uncertainty in h and effectiveness. 
Ireland and Jones (1987) showed that the double crystal tech
nique is sensitive to measured uncertainties. An extensive rig 
validation exercise together with careful selection of plenum 

and crystal temperatures enabled an experimental uncertainty 
below 10 percent to be achieved. 

Superposition can be used to show that the local heat flux 
at the target plate can be described in terms of two heat transfer 
coefficients: 

q = hj (Tj-Tw)+hp (Tp-T„) 

The analysis is very similar to that detailed by Lucas et al. 
(1992). The double crystal method yields the local heat transfer 
coefficient, h, defined as 

h-- q 

and the adiabatic wall temperature, Ta„. In the present work, 
the results are presented in terms of the Nusselt number, hd/ 
k, and the effectiveness defined as 

T 
T —T 
1 aw 1 p 

T -T LJ J P 

It is easily shown that the effectiveness is the jet heat transfer 
coefficient, hj, divided by the total heat transfer coefficient, 
hj + hp. In regions where the effectiveness is one, the adiabatic 
wall temperature is the same as the jet temperature. 

Results 

Static Pressure. The measure static pressure distribution 
along a line midway between two rows of jets is shown as a 
function of streamwise distance in Fig. 4. The experimental 
data are compared to values predicted using the approach of 
Florschuetz et al. (1982).The best agreement to the experi
mental pressure data is achieved by choosing a uniform dis
charge coefficient of 0.83. This discharge coefficient compares 
to a value of 0.76-0.83 used by the latter authors in an array 
with a similar geometry with widely spaced holes. The overall 
discharge coefficient for this experimental array, measured 
after completing the analysis, was found to be 0.82. The flow 
uniformity between holes with the target plate removed was 
assessed with a total pressure probe. Variation between holes 
was found to be insignificant. Allowance was made in the 
analytic model for pressure drop caused by shear stress acting 
at the target wall. The agreement with the measured data is 
seen to be excellent and the analysis was later used to predict 
the variation of local jet Reynolds numbers throughout the 
array. 

Stagnation Point Nu. Nu levels were calculated by the dou
ble crystal technique using mostly the second and third crystals. 
The values of the peak local Nusselt number that occurs be
neath each jet are plotted as a function of position in Fig. 5. 
At the beginning of the array, where the crossflow is small, 
the peak is located on the hole centerline. As the crossflow 
develops, the peak position can be seen to shift slightly down-
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Fig. 7 Adiabatic wall temperature as a function of position 

stream as the increased crossflow displaces the jets. The same 
effect was reported by Saad et al. (1980). The analysis showed 
that, moving through the array, the increased pressure differ
ence between the plenum and the channel caused the jet mass-
flow through each jet hole to increase. The increase in the 
peak level through the array is explained by the increasing local 
jet Reynolds number. 

The crossflow is seen to have little effect on the position of 
the peak heat transfer for the first three rows. The peak Nusselt 
number here is compared to a least-squares fit to Reynolds 
number in Fig. 6. The data of Lucas et al. (1992) for an isolated, 
confined jet in the absence of crossflow are also included. The 
value of the exponent to which the Reynolds number is raised 
in the correlation is very close to 0.5. This is the theoretical 
exponent for Nusselt number beneath a laminar boundary layer 
at a stagnation point and is evidence that the jet potential core 
extends to the target plate surface. Yan et al. (1992) showed 
that, for a free jet, this exponent remained at 0.5 up to a hole 
to plate spacing of 6d after which it increased. The increase 
was associated with the end of the potential core and the 
influence of the turbulent shear layer on the stagnation point 
heat transfer. 

The double crystal method yields values of the local adiabatic 
gas temperature as well as the local heat transfer coefficient. 
The calculated adiabatic wall temperature at the location of 
the peak Nu throughout the array for an average Re; of 3724 
is shown in Fig. 7. The impingement plate was held at a constant 
20°C during this experiment. It is interesting to note that the 
adiabatic wall temperature is slightly below the measured 
plenum temperature. Lucas et al. (1992) measured heat transfer 
beneath a confined jet and reported that the adiabatic wall 
temperature was between the plenum and impingement plate 
temperature for plate separations of 2.0d and 3.Oaf. At a sep
aration of 1 .Of/, however, the adiabatic temperature at the 

stagnation point was the same as the plenum temperature since 
the potential core of the jet extended to the plate surface. The 
influence of the impingement plate was observed farther out 
from the stagnation point. Their impingement plate was of a 
composite construction, which was thermally insulated on the 
plenum side. The current work has used an impingement plate 
manufactured from two water-cooled brass sheets, Fig. 3. The 
water flow rate is such that both brass sheets are at sensibly 
the same temperature as the water. It is thought that there is 
significant heat transfer from the air at the impingement plate 
as it is drawn along the plate inner surface before entering the 
hole. This cooling of the jet gas would account for the dif
ference between the adiabatic wall temperature at the stag
nation point and the plenum temperature. An extended flow 
path along the inside of the plate at the first and last rows is 
probably responsible for the additional reduction in the stag
nation point driving gas temperature at the ends of the array, 
Fig. 7. 

Variation of Nu Along a Radial Line. At the first row of 
jets, the liquid crystal color change contours advance in a 
circular manner up to about 3.0c? from the stagnation point. 
This indicates that the heat transfer and hence flow field local 
to the stagnation point should be comparable to that of a single 
jet. Figure 8 shows the variation in total Nusselt number (Nu,-
+ NUp) in the spanwise direction for the first, third, and eighth 
rows at the highest mass flow tested. This plot is of interest 
since previous measurements of array heat transfer have only 
been able to resolve data in a streamwise sense. It can be seen 
that the heat transfer drops off rapidly up to one diameter 
from the centerline but a second peak exists at approximately 
1.5 diameters. This peak has been observed at high Reynolds 
numbers under a confined jet (Lucas et al. 1992) and under a 
free jet (Yan et al., 1983; den Ouden and Hoggerdoorm, 1974; 
Obot et al., 1979). It is thought to be close to the point of 
transition from laminar to turbulent flow. Outward from this 
secondary peak, the heat transfer decreases much more rapidly 
than for the single jet (Lucas et al., 1992) due to the spent 
flow from the first jet exiting downstream between the jets. 
Row three has a slightly higher stagnation Nu but the second 
peak has been smoothed and noticeably shifted in the spanwise 
direction. Also noticeable is a 45 percent reduction in Nu at 
the four diameter point compared with hole number one. The 
data for row eight clearly show the effect of crossflow on the 
local Nu. From the centerline the heat transfer decreases stead
ily to the 1.5 diameter point and then remains relatively con
stant with spanwise direction at the level of the channel Nu 
measured for row one. At this location in the array, the jet is 
no longer acting purely as an impinging jet but also appears 
to present a significant obstacle to the spent flow from up
stream holes. 

Figures 9, 10, and 11 show the separate contributions of the 
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Fig. 9 Spanwise variation of plate and jet Nusselt number at row one 
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Fig. 10 Spanwise variation of plate and jet Nusselt number at row three 
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Fig. 11 Spanwise variation of plate and jet Nusselt number at row eight 

jet and the impingement plate to the target plate and heat 
transfer. Again, the second peak in Nu,- is apparent for holes 
one and three. Through the array the plate heat transfer coef
ficient becomes increasingly significant. Inspection of the row 
eight data shows that the plate heat transfer accounts for as 
much as 40 percent of the overall value in the region of ex
hausting flow between the jets. 

Contours of Heat Transfer. High resolution local surface 
heat transfer contours were obtained using the image proc
essing technique developed by Wang et al. (1993). Total Nu 
distributions at three different streamwise row locations are 
given in Figs. 12, 13, and 14. The corresponding effectiveness 
plots are given in Figs. 15, 16, and 17. In Figs. 12-17, the jet 
hole is aligned with the position (0, 0) and the flow is from 
negative to positive on the "Flow Direction" axis. Figure 12 
shows Nutot beneath the jets in row one.The second peak in 
Nutot discussed previously is apparent as the ring that encircles 
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Fig. 12 Total Nusselt number distribution at the first row of jets 
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Fig. 13 Total Nusselt number distribution at the third row of jets 
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Fig. 14 Total Nusselt number distribution at the eighth row of jets 

the central peak. The circular nature of the heat transfer pat
terns shows that crossflow has little effect on the heat transfer 
distribution in the vicinity of the stagnation point. The plate 
heat transfer coefficient, shown in Fig. 9, is seen to increase 
with distance from the stagnation point. Andrews et al. (1992) 
and Lucas et al. (1992) identified a large recirculating region 
that surrounds the jet and that thermally couples the target 
plate to the impingement plate. This recirculation vortex con
tributes to the significant plate heat transfer coefficient. 

The heat transfer distribution beneath the eighth row, Fig. 
14, shows a markedly different structure. The enhancement 
brought about by the jet is narrower as a result of the crossflow 
(the crossflow mass velocity was calculated as 0.557 times the 
jet mass velocity). There also is an enhancement due to the 

• flow directly upstream of the jet being deflected between the 
jets. This shows a localized peak in Nu, which starts at the jet 
and angles off between the jets. This value in the channel is 
not as high as the value directly under the jet. The jet effec
tiveness, Fig. 17, indicates that the flow is very well mixed except 
under the jet. Immediately downstream of the jet is another 
region of enhanced heat transfer though not as the region that 
extends into the channel. This downstream region also includes 
a circular peak, which occurs approximately one diameter 
downstream. 
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Conclusions 
A new method of obtaining local heat transfer coefficients 

under an engine representative array of impinging jets has been 
reported. The double crystal analysis has allowed the influence 
of the plate temperature to be quantified. The results show 
that this thermal boundary condition can significantly affect 
the average cooling performance of an impingement array. 
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An Investigation of Boundary 
Layer Development in a Multistage 
LP Turbine 
This paper describes an investigation of the behavior of suction surface boundary 
layers in a modern multistage Low-Pressure turbine. An array of 18 surface-mounted 
hot-film anemometers was mounted on a stator blade of the third stage of a four-
stage machine. Data were obtained at Reynolds numbers between 0.9 x 10s and 
1.8 x 105. At the majority of the test conditions, wakes from upstream rotors 
periodically initiated transition at about 40 percent surface length. In between these 
events, laminar separation occurred at about 75 percent surface length. Because the 
wake-affected part of the flow appeared to be only intermittently turbulent, laminar 
separation also occurred at about 75 percent surface length while this flow was 
instantaneously laminar. At all but the lowest Reynolds numbers, the time-mean 
boundary layer appeared to have re-attached by the trailing edge even though it was 
not fully turbulent. It is inferred that the effect of the wakes on the performance 
of the blade row is limited and that steady flow design methods should provide an 
adequate assessment of LP turbine performance during design. 

Introduction 
The emerging generation of civil transport aircraft requires 

fewer engines, each with a larger thrust. New families of tur-
bofan engines have been designed to meet these requirements. 
They feature fans of a larger diameter, which demand more 
power from the Low-Pressure (LP) turbine at a lower rota
tional speed. The resulting increase in the duty of the LP 
turbine must be accompanied by reductions in weight, cost of 
manufacture, overall size, and specific fuel consumption. Since 
present-day LP turbines already operate with aerodynamic 
efficiencies above 90 percent, the quest for further increases 
in efficiency and performance has become progressively more 
difficult. This paper describes an investigation of a four-stage 
LP turbine that will enter service in the Rolls-Royce Trent 700 
turbofan engine. 

The aspect ratios in the new generation of LP turbines are 
such that an accurate prediction of the development of the 
blade-surface boundary layer is vital if performance targets 
are to be met. When the boundary layers are either laminar 
or turbulent, the prediction process is relatively straightfor
ward. Unfortunately, the prediction of transitional boundary 
layers is much more difficult. This is particularly important 
in the context of LP turbines because the location and nature 
of the transition zone affect the existence, the location, and 
the nature of laminar separation. The research described here 
was conducted to verify the design of the present LP turbine 
and to enable the further development of techniques capable 
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of predicting boundary layer transition in the complex envi
ronment of turbomachines. 

One of the issues confronting the designer of LP turbines 
is the relative impact of unsteady flow on the transition process. 
In the present context, there are two possible sources of un
steadiness. The potential influence of a blade extends both 
upstream and downstream and decays exponentially with a 
length scale typically of the order of the chord or pitch. In 
contrast, the wakes are converted downstream from the blade 
row and their rate of decay is much less than that of the 
potential influence. Consequently, the disturbances associated 
with the wakes are usually more significant at entry to the next 
blade row. It is an objective of the current work to quantify 
the significance of the effects of wake-generated unsteadiness 
on the development of the blade surface boundary layers. 

When wakes from upstream blade rows impinge on a laminar 
boundary layer, transition occurs nearer to the leading edge 
than would otherwise be the case. As turbulent boundary layers 
usually produce more loss than laminar ones, the profile loss 
is usually increased. The level of increase depends on how far 
transition is moved upstream and how often the wakes arrive. 
At low Reynolds numbers, it is possible that the wakes may 
reduce the profile loss to below the steady level, just as pro
moting transition can reduce the drag on bodies where laminar 
separation is not followed by re-attachment. This effect is of 
particular interest in the present study since laminar flow is 
more likely to exist in LP turbines. 

In recent years, the problem of wake-boundary layer inter
actions has received much attention. The investigations carried 
out by Hourmouziadis et al. (1987), Binder et al. (1989), and 
Schroder (1991) in cold-flow LP turbines are especially relevant 
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to the present work. On the basis of data obtained using flow 
visualization, surface-mounted hot-film anemometers and 
blade surface pressure tappings, this work has shown that 
separation bubbles exist on the rear part of the suction surfaces 
of many of the blade rows and that the behavior of these 
bubbles is affected by the presence of upstream wakes. In a 
complementary study, Arndt (1993) observed the strength of 
the wakes issuing from each rotor row in a four-stage LP 
turbine and concluded that wake-induced rotor-rotor inter
actions may be as significant as rotor-stator and stator-rotor 
interactions. 

Wake-Induced Transition 
In this section, only a brief introduction to the main features 

of wake-induced transition is provided. Mayle (1991) and Hod-
son et al. (1992) provide further details. 

As the wakes are convected over the surface of the blade at 
the free-stream velocity, the laminar boundary layer is simply 
disturbed by the wake. However, at some point (typically, when 
Ree = 90-150), the boundary layer is sufficiently receptive to 
disturbances that the wakes cause the onset of transition. In 
both steady and unsteady cases, boundary layer transition is 
understood to occur through the formation of turbulent spots 
in an otherwise laminar flow. The spots have delta-like shape 
when viewed normal to the surface. As a spot moves down
stream, it spreads longitudinally and laterally. Eventually, the 
leading edges of some will catch up with the trailing edges of 
others, while others merge in the span wise direction (see Nar-
asimha, 1985). 

In wake-induced transition, the spots are formed in the 
boundary layer underneath the wake. In cases where the wake 
turbulence is very high, the rate of spot formation may be so 
great that the spots merge almost immediately to form a span-
wise turbulent strip. In these cases, the flow periodically changes 
between laminar and turbulent states (Doorly, 1987). In other 
cases the formation rate is lower, individual spots may be seen 
in the wake-affected region (Hodson and Addison, 1989) and 
the flow oscillates between laminar and intermittently turbulent 
states. In either case, the trailing edge of the transition strip 
propagates at the speed of the rear of the individual spots, 
i.e., a half of free-stream velocity, while the leading edge prop
agates at approximately the free-stream velocity. For this rea
son the transitional/turbulent strips may eventually merge 
unless natural transition intervenes. 

The relative significance of wake-induced and natural tran
sition may be estimated using a distance-time diagram such 
as that of Fig. 1. The hatched area represents the transitional/ 
turbulent flow. Wake-induced transition begins at a distance 
5, from the leading edge. Assuming that the wakes induce the 
formation of fully turbulent strips, the time-mean intermit-
tency 7 at a distance s from the leading edge is equal to the 
ratio of the time it takes for the turbulent zones to pass over 
the location in question to the period time T. The time taken 
to pass over the location in question is governed by the distance 
(s - s,) and by the propagation rates of the leading and trailing 
edges of the turbulent strip. If these are assumed to be equal 
to the free-stream velocity and one half of the free-stream 
velocity U, respectively, then the maximum intermittency that 

3.0 

E 
F 

e 

2.0 

1.0 

0.0 

.---r 

0.0 0.2 0.4 0.6 0.8 1.0 
Fractional Surface Distance, s* = s/sn 

Fig. 1 Schematic distance-time diagram of boundary layer states as
suming constant free-stream velocity (Hodson, 1989) 

can be reached prior to natural transition at S/ is given by the 
value of the reduced frequency parameter/, i.e., 

1 
7 ( ^ / ) : 

T I, \U,e t/fc, * = / = / 
Si-Si 

U (1) 

Hodson (1989) showed that this parameter could be used to 
correlate the effects of waked-induced transition on profile 
loss if the loss data were expressed in a suitable form. When 
/ is less than unity, natural transition should occur between 
wake-passing events. 

Using typical values of the important parameters, it is pos
sible to show that in LP turbines, the values of/rarely exceed 
0.3. Thus, wake-induced transition is unlikely to be complete 
before natural transition occurs. This is the situation depicted 
in Fig. 1. It is for this reason that investigations have revealed 
the presence of laminar separation bubbles in LP turbines. For 
the same reason, the work reported by Dong and Cumpsty 
(1990) and Addison and Dong (1989) on the effect of wakes 
on compressor blades revealed that separation bubbles exist 
in LP compressors. They also observed that the wakes had 
very little effect on the profile Joss of the compressor blades. 
This was because the value of /was small. This is an encour
aging result. The present study was instigated, in part, to con
firm the extent of the wake-affected regions of the boundary 
layer flow in LP turbines. The behavior of the boundary layers 
is explained through a detailed examination of data obtained 
using surface-mounted hot-film anemometers. 

Test Facility and Instrumentation 

Test Facility. A new facility has recently been commis
sioned at Rolls-Royce for the testing of the new generation of 

Nomenclature 

A = calibration constant 
E = anemometer voltage 

E0 = anemometer voltage under zero-
flow conditions 

/ = wake-passing frequency 
/ = reduced frequency (see Eq. (1)) 
k = calibration constant 

Re = 

si 
s, 
T 

Reynolds number based on ax
ial chord and exit velocity 
surface distance 
fractional surface distance = s/ 

start of natural transition 
start of wake-induced transition 
periodic time 

t = time measured from once-per-
revolution trigger 

t* = fractional time = t/T 
U = free-stream velocity 
7 = intermittency 

T„ = wall shear stress = (E2/E\ -
l)3, arbitrary units 
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Fig. 2 Schematic of Trent 700 lP turbine parts rig as configured for
present investigation
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Po & To RAKES

(3)

LP turbines. It is a cold-flow facility that accommodates en
gine-size rigs. The facility uses a pressurized air supply in
conjunction with an exhaust extraction system and a variable
speed brake. The full range of operating conditions can be
obtained. Figure 2 illustrates the LP turbine.

The design of the LP turbine has been described in a previous
publication (Scrivener et aI., 1991). The new aerofoils were
intended to control the development of the boundary layers
on the suction and pressure surfaces and to provide an im
proved tolerance to changes in incidence. Three-dimensional
design methods were used to determine the stacking of the
aerofoils and the vortex distributions in order to limit the
spanwise migration of the viscous flows.

Surface Mounted Hot-Film Anemometers. The present pa
per is specifically concerned with the development of the suc
tion-side boundary layer on the stator of the third stage of the
LP turbine. It was investigated using a multi-sensor array of
surface mounted constant-temperature hot-film anemometers.

The array consisted of 18 individual sensors, each 1 x 0.1
mm in size, spaced at intervals of 3 mm in the direction of the
flow. It was similar to those used in the Transonic Cascade
Facility at the Whittle Laboratory (Hodson, 1983, 1985a). The
array covered the entire surface length of the blade. It was
bonded directly to the original surface of a blade. Calculations
had shown that the effect on the pressure distribution of in
creasing the blade thickness, by an amount equal to the thick
ness of the array and adhesive (72 /Lm), was minimal. The array
was placed at approximately 60 percent of span. The line of
the sensors was aligned with the predicted streamwise direction.
Figure 3 shows the instrumented blade. With a height-axial
chord ratio of7 .5, the array is far from the regions of secondary
flow.

The similarity between the velocity profile adjacent to the
wall and the temperature profile of the thermal boundary layer,
generated by the heated sensor, leads to a relationship between
the rate of heat transfer to the fluid and the wall shear stress
of the form (e.g., Bellhouse and Schultz, 1968)

_ (E2 _A 2
)

3

Tw-k t:..T (2)

where k is a constant, t:..Tis the temperature difference between
the air and the heated sensor, E is the instantaneous output
voltage from the anemometer bridge, and the constant A rep
resents the heat lost to the substrate. The constants A and k
in Eq.(2) may be determined by calibration. In the present
investigation, this was not possible since the array was per
manently fixed to the blade. However, uncalibrated hot films
can provide qualitative or semiquantitative data about the state
of the boundary layers.

Journal of Turbomachinery

Fig. 3 Instrumented stator segment

Semiquantitative data can be obtained because the rate of
heat lost to the substrate, which is proportional to A 2 (Eq.
(2», is approximately proportional to the square of the voltage
Eo measured under zero-flow conditions (Hodson, 1983, and
1985b). In practice, the heat transfer under zero-flow condi
tions is a result of conduction to the substrate and natural
convection and radiation to the air from the sensor and from
the plated leads, which form part of the electrical circuit on
the substrate. However, the major component is due to the
conduction to the substrate from the sensor.

If the approximations above are valid and if the bulk tem
perature of the blade is equal to the air temperature, which
will normally be the case, then the temperature difference t:..T
is proportional to E6 and so the data may be presented in the
form

(
E

2
-E6) 3

TwOC --2-
Eo

This form also reduces the effects of the small differences in
sensor area, sensor and lead resistance, etc., upon the cali
brations of the various sensors so that the output from different
sensors can be compared. It allows us to attach significance
to the relative magnitude of the hot-film output signals. Of
course, the units associated with the quantity T ware arbitrary.
In practice, the effects of changes in air density should also
be considered, but this is usually unnecessary.

The quantity (E 2
- E6) is of the same order as E6. Thus,

the accuracy of the measurement of T w is very dependent upon
an accurate knowledge of the zero-flow voltage at the tem
perature of the air encountered during the rig tests. It is possible
to obtain this value by setting the overheat temperature t:.. T of
each gage so that it is equal to that when Eo is measured under,
say, cooler ambient conditions (Schroder, 1991). This can be
time consuming. In the experiments described below, a dif
ferent procedure was adopted. The anemometer circuits were
operated at constant resistance. The required Eo-temperature
characteristics of each sensor were obtained in an oven. Op
~ration at constant resistance does mean that the overheat
temperature t:..T varies as the air temperature changes. This
affects the quality of the data obtained if the overheat tem
perature becomes too small. In obtaining the results described
here, the sensor temperatures were approximately 230-275°C.
The air temperature varied between 96 and 98°C but ranged
from 66 to 109°C for all of the test points.

Signal Processing and Data Acquisition. The upper fre
quency limit of the sensors, as indicated by "square-wave"
tests, was of the order of 20 kHz to 30 kHz. The upper fre-
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quency limit is such that only the lowest frequencies of the 
spectra associated with turbulent flow were detected. It will 
be seen below that the frequency response was found to be 
adequate for the purposes of the present investigation. The 
blade passing frequency was of the order of 3 kHz. 

Each anemometer output signal was recorded at a logging 
frequency of 100 kHz using a computer-controlled 12-bit tran
sient-capture system. Nine channels of data could be logged 
simultaneously. Therefore, the 18 signals were digitized in two 
batches of nine. During each experiment, the output signal 
from each hot-film anemometer was acquired as a DC-coupled 
signal and then as an amplified, AC-coupled signal (1 Hz 
cutoff). An anti-aliasing filter was also used. Each anemometer 
output signal was recomposed by adding the mean value de
termined from the DC-coupled data to the AC-coupled data. 

In every case, the acquisition of data was triggered using a 
once-per-revolution signal. 

Data Presentation. Raw data traces from each gage are 
very useful in determining the instantaneous state of the bound
ary layer. The raw data are presented in the form given by Eq. 
(3). When following the development of individual events 
through successive raw data signals, it should be recalled that 
data obtained using the sensors located between the leading 
edge and 0.48 s* were obtained at a different time to data from 
the remainder of the sensors. 

The use of phase-locked averaging to process data that has 
been obtained in rotating machinery is a well-established tech
nique. All the measured voltages were converted according to 
Eq. (3) prior to the determination of the statistical quantities. 
The ensemble-mean of N realizations of TW (t, n) is then de
fined by 

l N 

< T W ( 0 > = T ; 2 T » < ' ' ' , ) (4) 

where t is measured from a once-per-cycle datum point for a 
periodic process. The time-mean of rw(t, n) is denoted by f. 

The ensemble-root-mean-square is defined as 

] 
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Fig. 4 Predicted blade-surface Mach number distributions for the stream 
surface corresponding to hot-film gage location 
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Fig. 5 Measured and predicted blade-surface Mach number distribu
tions for midheight stream surface of stator A at the design condition 

rms o=v « T w ( / ) 2 » 

J](Tw(t,n)~(T„{t)))2 (5) 

It represents the amount of deviation, positive or negative, 
from the average value of the signal at that phase. 

The ensemble-skew is defined as 
N 

• - S (nv(?, «)-<r,v(0>)3 

n = l N 

«TW (02»3 / 2 (6) 

It is a characteristic of surface-mounted hot-film output signals 
that high positive skew is found in flows with low intermittency 
where turbulent "spikes" interrupt the lower laminar signal. 
Conversely, negative values of skew are expected toward the 
end of transition. The skew is almost zero at about 50 percent 
intermittency. However, the positive skew early in transition 
is usually more obvious than the later negative skew in inves
tigations of this type. 

For presentation of the unsteady measurements, the time t 
is nondimensionalized with respect to the wake passing period 
T. The surface distance coordinate ^ has been measured from 
the geometric leading edge. It is usually expressed as a fraction 
of the maximum surface distance smax. 

Results and Discussion 
The data obtained at an intermediate Reynolds number of 

1.3 x 105 will be examined in detail in the following para

graphs. At an incidence angle of - 5 deg, the blade is operating 
close to its design point at this condition. 

Mach Number Distribution: Re = 1.3 x 105. The array 
of hot-film sensors was located at approximately 60 percent 
of span. The predicted Mach number distribution correspond
ing to this location is presented in Fig. 4. It shows that the 
maximum velocity on the suction surface is located near 0.52 
s* and that there is approximately a 10 percent reduction in 
velocity over the rear half of the suction surface. Predictions 
of the boundary layer development indicate that should lam
inar separation occur, the separation point would be located 
at 0.62 s* on the suction surface. 

The accuracy of the predicted Mach number distribution 
may be determined from Fig. 5. This provides a comparison 
between measured and predicted values on the fourth-stage 
stator at 50 percent span. 

Raw and Ensemble-Mean Hot-Film Data: Re = 1.3 x 
Figure 6 presents a selection of the raw hot-film data 

traces. The most important aspect of these data is provided 
by the trace at 0.75 s*. The form of this trace is typical of 
those observed in an intermittently separated flow. The base
line of the signal is almost equal to zero, which indicates a 
very low level of shear stress. The positive value of the wall 
shear stress during these intervals of apparent separation prob
ably arises because the quantitative value of the data is limited 
by the approximations implied when using Eq. (2) to process 
the data. Upstream, at 0.64 s*, the minimum level of the signal 
is greater than at 0.75 s*, suggesting that separation occurs 
between 0.64 s* and 0.75 s*. Steady flow predictions indicate 
that separation might occur at 0.62 s*. This discrepancy is not 

10s. 
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Fig. 6 Raw hot-film traces, Re = 1.3 x 105 
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Fig. 7 Ensemble-mean hot-film traces, Re = 1.3 x 105 
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unreasonable. It is unfortunate that one of the few gages to 
fail was located between 0.64 s* and 0.75 s*. 

In the signal at 0.75 s*, the intervals of laminar separated 
flow are punctuated by upward spikes and longer duration 
events of an intermediate height. Gostelow et al. (1992) provide 
a correlation for the rate of production of turbulent spots when 
bypass transition occurs in attached decelerating flows. This 
correlation indicates that if transition occurred at, say, the 
predicted separation point (0.62 s*), of the order of 20 spots 
would be produced during one wake-passing cycle over the 
width of the hot-film sensors (i.e., per millimeter of span). 
The correlation is not valid for separated flows but the value 
may be taken as an indication of the level of spot production 
that might be expected in the vicinity of the separation zone. 

The raw traces of Fig. 6 suggest that individual spots or, at 
least, small collections of coalesced spots may have been de
tected by the sensor at 0.75 s*. The spots are believed to be 
represented by the spikes of relatively high shear stress. This 
conclusion is supported by the observation that the spikes tend 
to occur just after a period when the level of the shear stress 
indicates that separation has occurred, though not exclusively 
so. Transition is more likely to occur in a separated flow. 
Hodson (1983) used similar gages to study transition in steady-
flow cascades where the length scales and time scales were 
similar to those found in the present experiment. Spikes of a 
similar duration were observed underneath laminar separation 
bubbles during laminar-turbulent transition. 

The longer duration events noted above tend to appear at 
preferred parts of the wake-passing cycle. However, they do 
not appear every wake-passing cycle. Indeed, a comparison of 
the ensemble-mean traces of Fig. 7 with the raw data of Fig. 
6 shows that there are considerable differences between the 
passing of individual wakes. The longer duration events are 
thought to be associated with wake-induced transition. At 0.75 
s*, Fig. 6 shows that these have a time scale that is typically 
of the order of 0.5-1.0 /*. At the mean convection speed of 
a turbulent spot, this corresponds to a length-scale of the order 

of 0.5-1.0 5*. Thus, the longer duration events must originate 
upstream of the region of separated flow. In fact, their origin 
can be seen to be considerably upstream of 0.75 s*. 

It will be argued below that wake-induced transition begins 
near 0.42 s*. Indeed, Fig. 6 contains evidence to support this 
view. At this position, the Reynolds number (Ree) based on 
the momentum thickness of the laminar boundary layer is 
predicted to be approximately 130. This is not untypical (Hod-
son et al., 1992) of the values encountered at the start of wake-
induced transition. At this location, the correlation of Nara-
simha (1985), which is strictly valid only for bypass transition 
in steady zero pressure gradient flows, would suggest that 
approximately one turbulent spot should be produced during 
one wake-passing cycle over the width of the hot-film sensors 
(i.e., per millimeter of span). Therefore, it is unlikely that 
many individual spots would be detected. This will be discussed 
further below. 

Downstream of 0.75 s*, Fig. 6 reveals that the spikes that 
first appeared in the trace at 0.75 s* have increased in duration. 
Also, apparently new, shorter duration spikes appear for the 
first time. Since data were only obtained at one spanwise lo
cation, it is impossible to determine if the shorter duration 
spikes have formed between adjacent measurement locations 
or if they are associated with the spanwise spreading of spots 
that originated upstream at a different spanwise location. 
Whatever the case, it is clear from Fig. 6 that the rate of 
transition is such that laminar flow persists as far as 0.96 s*. 

Supporting evidence that the flow remains intermittent at 
the trailing edge is provided by the ensemble-mean traces, 
which are presented in Fig. 7. These show that there is con
siderable variation in the height of the ensemble-mean traces. 
This is unlikely to be the case if the flow were fully turbulent 
because a turbulent boundary layer is much less affected by 
the presence of the wakes or the effects of its history than an 
intermittent boundary layer (Addison and Hodson, 1990). 

Even though laminar flow exists at 0.96 s*, this should not 
be regarded as indicating that time-mean re-attachment has 
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Table 1 LP turbine blade numbers and beating frequencies 

JMsmai 

Stator 1 
Rotor 1 
Stator 2 
Rotor 2 
Stator 3 
Rotor 3 
Stator 4 
Rotor 4 

OGV 

NumhejLof 
BJ.ad.QS 

102 
140 
130 
84 
120 
84 
120 
84 
12 

14 
28 
5 

not occurred. At the trailing edge, the minimum level of shear 
stress is usually approached in the raw traces only when the 
period between elevated levels of shear stress is greater than 
the wake-passing interval. This indicates that al though the flow 
may be laminar at t imes, it is usually attached when in that 
state. In addit ion, Fig. 7 indicates that the minimum ensemble-
mean value is greater than that indicated in the raw traces at 
0.96 s*. If the description above of the flow is correct, then 
it would seem that the wakes play a part in the re-attachment 
of the separated flow. 

Blade Row Interactions: Re = 1.3 X 105. The discussion 
above has suggested that transition to turbulent flow occurs 
as a result of the wake-passing and as a result of laminar 
separation. As explained in the introduction, this was expected 
since the value of/ is much less than unity in most LP turbines. 
Binder et al. (1989), Arndt (1993), and Schroder (1991) have 
also demonstrated that separation bubbles can exist on the 
suction surfaces of LP turbine blades. In addition, they found 
that the behavior of these bubbles was affected by the presence 
of upstream wakes and that rotor-rotor interactions may be 
as significant as rotor-stator and stator-rotor interactions. 
Rotor-rotor interactions were detected due to the occurrence 
of bearing in the anemometer output signals. 

In the present experiment, the frequency of the beats is 
determined by the difference in the number of rotor blades in 
the preceding two rotor blade rows. The blade numbers and 
resulting frequencies of beating are listed in Table 1. For stator 
blades of the third stage, the bearing frequency of the inlet 
flow is one third of the passing frequency of the rotor blades 
immediately upstream. The ensemble-mean traces of Fig. 7 
contain no evidence of rotor-rotor interactions. Frequency 
spectra also confirm that there are no significant rotor-rotor 
interactions. 

In the present turbine, the wakes are likely to be weaker 
than in the LP turbines reported by Binder et al. (1989), Arndt 
(1993), and Schroder (1991). This is mainly because the level 
of suction surface deceleration is much lower in the present 
turbine. The Reynolds numbers are also greater. These dif
ferences suggest that the observation of beats by these authors 
may be associated with the periodic separation, without re
attachment, of the laminar boundary layers on the downstream 
of the two interaction rotors. The separation would be pre
vented when the wakes from the upstream rotor are in a fa
vorable position with respect to the downstream rotor. 
However, as Schroder (1991) indicates, there is insufficient 
evidence to draw any definite conclusions. 

Distance-Time Diagrams: Re = 1.3 X 105. After the ex
periments had been performed, it became apparent that an 
insufficient number of ensembles (200) had been obtained, 
particularly with regard to the accurate determination of the 
higher statistical moments. Therefore, it was decided to average 
the data from ten successive wake-passing cycles, before pres
entation of the remaining data. Since only rotor-stator inter
actions appear to be significant in the anemometer output 
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Fig. 8 Distance-time diagram of "average" ensemble-mean expressed 
as a fraction of its maximum value at the same surface location, Re = 
1.3 x 10s 
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signals obtained in the present turbine, very little information 
has been lost during this process. 

Figure 8 presents a distance-time diagram of the ' 'averaged" 
ensemble-mean shear stress. Three wake-passing intervals are 
shown. The contours denote the ratio of the ensemble-mean 
(TW(S, t)) to its maximum value at the same location. This 
form of presentation emphasizes the periodic fluctuations at 
the expense of providing data on the changes in the mean level. 
Over much of the blade surface, there are large periodic var
iations in the ensemble-mean shear stress. This usually indicates 
the presence of wake-induced transition. Figure 9 presents the 
ensemble-skew for the same case. Figure 10 shows the ensem-
ble-rms, also expressed as a fraction of its maximum value at 
the same location. Trajectories corresponding to the free-stream 
velocity and one half of the free-stream velocity are shown in 
each of the figures. The wake is expected to convect at ap
proximately the free-stream velocity. The rear portions of tur
bulent spots are expected to travel at about one half of the 
free-stream velocity. 

Like Fig. 8, Fig. 9 contains evidence of periodic, wake-
induced transition. Ridges of positive ensemble-skew run al
most parallel to the trajectory, which corresponds to the free-
stream velocity ([/„) as indicated by the broken line. It would 
seem that these ridges begin at the first measurement location, 

380/Vol . 116, JULY 1994 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

http://BJ.ad.QS


0) 
> 

UJ 
CD 

as 
a. 

1 . 0 -

o 
6 

0.0 

. > 

N '">> .- ~ 

^ ^ ! 

• • • • • - . • V i ^ " 

:̂ ,̂ "U 

0.0 0.5 1.0 

Fractional Surface Distance, s* 

Fig. 10 Distance-time diagram of "average" ensemble-rms expressed 
as a fraction of its maximum value at the same surface location, Re = 
1.3 x 106 

but this is thought to indicate no more than the effect of the 
turbulence on the laminar boundary layer. However, near 0.4 
s*, the leading edge and the trailing edge of these ridges diverge 
as the ridges begin to rise significantly. The slowing of the 
trailing edge is consistent with the onset of transition under 
the wake. This rise in the value of the ensemble-skew, partic
ularly near the leading edge of the wake-affected region, and 
the appearance of relatively high values of the ensemble-rms 
(Fig. 10), also indicate the start of transition. Thus, the data 
suggest that wake-induced transition begins near 0.4 s*. In
deed, examination of the raw data presented in Fig. 6 reveals 
some evidence of turbulent events downstream of this location. 

If the wakes were to initiate the formation of turbulent spots, 
then the trailing edge of the wake-affected transition region 
would propagate at a rate of about one half of the free-stream 
velocity (i.e., at the speed of the trailing edge of a turbulent 
spot) rather than the free-stream velocity (the speed of the 
trailing edge of the wake). In Fig. 9, it can be seen that the 
rate of propagation of the rear of the wake-affected transitional 
flow is approximately equal to this value except, perhaps, 
downstream of peak suction (0.52s*). However, it also appears 
that the leading edge of the wake-affected flow moves faster 
than the wake. Again this is more pronounced downstream of 
peak suction. Doorly and Oldfield (1985) and Addison and 
Hodson (1990), in very different turbines, have also observed 
similar features in distance-time diagrams. 

An explanation of the shape of the outline of the ridges of 
positive ensemble-skew is provided by Addison and Hodson 
(1990). In the general case of a narrow wake, the first spots 
are most likely to occur near to the centerline of the wake 
where the turbulence is greatest. However, there is an undis
turbed (i.e., laminar) boundary layer downstream, which, as 
it develops, becomes capable of undergoing transition at the 
lower levels of free-stream turbulence, which are to be found 
away from the centerline of the wakes. Therefore, further spots 
can form downstream of the origin of those formed nearer the 
front of the blade. Since the data are ensemble averaged, the 
loci of the leading edges in Fig. 9 will tend to indicate the 
leading boundary of spot formation and not those of individual 
spots. Even so, the present data seem to indicate that the 
majority of spot production takes place near the centerline of 
the wake and that the spots that develop ahead of the wake 
are unlikely to be significant in the development of the bound
ary layer. 

A closer examination of the ridges of positive ensemble-
skew, which have been noted in Fig. 9, reveals that the ridges 

resemble a rising escarpment with the steep side occurring first 
in time. This is to be expected during wake-induced transition. 
Toward the rear of the wake-affected transitional flow, the 
boundary layer is generally more turbulent (see Hodson et al., 
1992). If it were turbulent, negative ensemble-skew would be 
expected in the current environment. In this case, the ensemble-
skew remains positive toward the rear of the zone. This suggests 
that the wake-affected flow is transitional rather than turbu
lent. 

Wake-induced transition would seem to begin near 0.4 s*. 
If steady flow bypass transition commenced at the same po
sition, the correlation of Narashima (1985) suggests that the 
intermittency would be approximately 50 percent just before 
separation. The maximum intermittency in the wake-affected 
flow should be close to this value (Hodson et al., 1992) if the 
correlation is valid. In fact, the flow is accelerating at 0.4 s*. 
This would give rise to a lower rate of spot formation and a 
lower maximum value of intermittency. Nevertheless, the cor
relation and the data seem to suggest that the wake-affected 
flow is transitional as it approaches the separation zone. 

When the wake-induced transitional flow reaches the neigh
borhood of the separation zone (i.e., 0.75 s*), it appears to 
occupy approximately 40 percent of the wake-passing interval. 
The simple analysis (Eq. (1)), which is based on Fig. 1, would 
suggest that the wake-affected zone should occupy approxi
mately 25 percent of the wake-passing period. This difference 
may be explained by reference to the arguments presented 
above regarding the apparent propagation rates of the leading 
and trailing edges of the wake-induced transitional flow. 

The ridges of ensemble-skew, which have been described in 
detail, reach a maximum value near 0.75 s*. At this location 
they intersect another ridge of positive ensemble-skew. The 
position of this ridge is shown by the broken vertical line. The 
ridge appears to be stationary but its height varies with a period 
equal to the wake passing interval. The presence of this ridge 
indicates the formation of turbulent flow within the separated 
laminar flow region. It is significant that the ridge of positive 
ensemble-skew, which denotes transition within the separated 
flow, persists for the entire wake passing cycle. This is because 
it suggests that separated flow persists even within that part 
of the flow that, on average, is affected by the wake-induced 
transition. Turbulent flow will not separate from this blade. 
This supports the hypothesis that the part of the flow that, on 
average, is affected by the wake-induced transition must be 
intermittently laminar as it approaches the separation zone 
near 0.75 s*. 

In practice, it would seem most appropriate to visualize the 
transition process on this blade as proceeding by way of one 
of two mechanisms. Either, the passing of a given wake creates 
a turbulent spot or series of spots at or near the spanwise 
location in question or it does not. If it does not, the persisting 
laminar flow probably separates and undergoes transition as 
a result. The probability that the flow is not turbulent as it 
approaches the separation zone depends on the level of inter
mittency associated with the wake induced transition. The en
semble-skew associated with transition in the separated flow 
is lowest toward the rear of the region of influence of the wake 
where the intermittency is highest. The regions of relatively 
low ensemble-skew downstream of 0.9 5* arise for the same 
reason. They indicate that the most turbulent flow is to be 
found downstream of the separation zone within the flow 
affected by the wake. 

To predict the intermittency of the type of flow described 
above, one must define the shape of the so-called "dependence 
volume" and the spot formation rate within that volume. As 
noted by Narasimha (1985), the approach required for un
steady flow is essentially the same as it is for steady flow. As 
yet, the definition does not exist for unsteady flow. It is not 
sufficient to assume that the two forms of transition are dis
tinct. 
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The outline of the wake-induced transition zone, as deduced 
from the distance-time diagram of the ensemble-skew, is also 
shown in the distance-time diagram of the ensemble-mean (Fig. 
8) and the ensemble-rms (Fig. 10). At any given surface distance 
between 0.5 and 0.75 s*, the highest values of ensemble-mean 
shear stress occur after the highest values of ensemble-skew 
have been reached. The highest values of the ensemble-rms 
also occur after the highest values of ensemble-skew have been 
reached. These observations are to be expected, if transition 
proceeds by way of the formation of turbulent spots. The 
highest values of the ensemble-mean and ensemble-rms lie be
tween the lines identifying the free-stream velocity and one 
half of that rate. This is to be expected if wake-induced tran
sition begins near the centerline of the wake as noted above. 
Upstream of 0.5 s*, Fig. 8 shows that the phase of the ensemble-
mean shear-stress varies more rapidly than would be expected 
from a simple convective argument. The reasons for this are 
not properly understood but they are believed to be associated 
with the nature of the wake distortion, which generally takes 
place over the leading part of an aerofoil. Similar changes also 
take place in the phase of the ensemble-rms upstream of 0.5 
s* (Fig. 10). 

Between 0.65 s* and 0.75 / , Fig. 8, Fig. 9, and Fig. 10 
reveal that the phase of the ensemble-mean shear stress, the 
ensemble-skew, and the ensemble-rms advances relative to that 
of the free-stream. This change of phase occurs as the wake 
enters the region of laminar separation. It is believed that this 
phase change is associated with the production of turbulent 
flow. If this is so, then it may be argued that the change in 
relative phase may simply arise because, as the flow approaches 
separation or separates, it becomes more receptive to free-
stream disturbances. Therefore, it becomes susceptible to in
fluences of a lower intensity, which lie farther downstream of 
the centerline of the wake than those that are responsible for 
transition upstream. This change of phase may be similar to 
the much larger change in phase (type. 180 deg), which is visible 
in the results presented by Schroder (1991). Similar, unpub
lished observations have been made by the author in cascade 
tests where LP turbine blades were subjected to incoming wakes. 
However, both of the above-mentioned investigations were 
carried out at a lower Reynolds number using higher-lift blades. 
Consequently, the phase shift observed in these investigations 
is more likely to be associated with the appearance of the more 
dominant transition in the separated shear layer in between 
the wake-passing events. 

One interesting feature of Fig. 8, Fig. 9, and Fig. 10 remains 
to be described. This is the existence of regions of the flow 
that appear to be less susceptible to transition. They are iden
tified by the relatively low levels of ensemble-mean, ensemble-
rms, and ensemble-skew that lie just downstream of the wake-
induced transition zones. Their presence is also suggested by 
the traces in Fig. 6 and Fig. 7. The reasons for these "quiet 
zones" of laminar flow are not understood. It is possible that 
they are associated with the negative-jet effect of the wakes 
(see Hodson, 1985a), which would lead to an acceleration of 
the flow toward the downstream side of the wake. This may 
encourage the boundary layer to remain attached and, there
fore, laminar. 

The observation above may be compared with that of Dong 
and Cumpsty. They reported "becalmed" regions toward the 
rear of the wake-induced suction-side transitional flow in their 
compressor cascade experiments. On the suction surface of a 
compressor blade, the acceleration takes place toward the up
stream side of the wake. Thus, while the wakes seem to promote 
transition during some parts of the wake-passing cycle, it is 
also possible that they discourage transition during others. This 
aspect of the flow clearly requires further investigation before 
the overall impact of the wakes may be fully understood. 

Off-Design Conditions: Re = 0.9 and 1.8 x 105. Figure 
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0.42 s* 

0.53 s* 

0,64 s* 

0.75 s* 

0.80 s* 

0.00 4.00 8.00 12.00 

No of wake passing periods, t* 

Fig. 11 Raw hot-film traces, Re = 0.9 x 105 

11 presents a selection of the raw data traces, which were 
obtained at a Reynolds number of 0.9 x 10s. The Reynolds 
number was varied by altering the inlet pressure to the turbine 
while maintaining the same pressure ratio, inlet temperature, 
and rotational speed. Thus, these data can be compared directly 
with those presented in Fig. 6. 

At the lowest Reynolds number, the traces at 0.75 s* and 
beyond indicate that there are very few turbulent events. Con
sequently, the most common state of the boundary layer ap
pears to be that of separated laminar flow. Unfortunately, the 
instrumentation associated with the gage at 0.96 s* temporarily 
malfunctioned during the acquisition of this data so that the 
DC-coupled values were unavailable. However, the character 
of the data at 0.96 s* was very similar to that at 0.91 s*. This 
indicates that re-attachment of the flow was unlikely. In all 
other respects, the nature of the flow at the lowest Reynolds 
number was found to be similar to that described above for 
the Reynolds number of 1.3 x 10s. In particular, transition 
began as a result of wake-boundary layer interactions and 
separation of the laminar flow. The most turbulent flow was 
found to be associated with the passing of the wakes. 

The raw data plotted in Fig. 12 were obtained at a Reynolds 
number of 1.8 x 105. This figure may be compared with Fig. 
6 and Fig. 11. Again, the flow has the character associated 
with separated flow at 0.75 s*. As expected, the flow appears 
to be much more intermittent at the highest Reynolds number. 
Many more turbulent spikes appear to have formed within the 
separation zone. More may also be seen upstream of this re
gion. The locations of some of the turbulent spikes coincide 
with wake-passing while others do not. In addition, the number 
of spikes present in the trace at 0.96 s* is much greater than 
the number of wake-passing events. Again, it would seem that 
two modes of transition are present. Even so, periods of low 
shear stress persist up to the trailing edge though the laminar 
flow with which they are associated is unlikely to be separated 
at this location. 

Conclusions 
The development of the boundary layer on the suction sur-
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face of an embedded LP turbine stator blade has been inves
tigated using surface-mounted hot-film anemometers. The tests 
have confirmed the effectiveness of the methods used to design 
the LP turbine aerofoils insofar as attached flow is obtained 
at the trailing edge of the suction surface at the design con
dition. 

Transition occurs as a result of laminar separation both 
inside and outside the wake-affected transitional flow. Thus, 
the use of steady-flow predictions methods might be sufficient 
to enable the production of acceptable aerofoils for use in LP 
turbines. However, there is evidence to suggest that the process 
of transition in the separated flow region is influenced by the 
presence of the wakes. Consequently, a design produced by 
the application of steady flow methods may not represent the 
optimum that can be achieved and improved prediction meth
ods may be required. 
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The Effect of Wake-Passing and 
Free-Stream Turbulence on 
Laminar Gas Turbine Blade 
Boundary Layers 
A computational procedure has been developed that accounts for the combined 
time-mean effect of wake-passing and free-stream turbulence on laminar turbine 
blade boundary layers. The procedure has the advantage of being computationally 
efficient as well as providing a realistic model of the unsteady nature of the flow. 
The procedure yielded the parameter Tu\]ReD/\loD/2 for characterizing the time-
mean flow in the leading edge region and the parameter T ( s 2Tu2ax/y) for describing 
the flow downstream of the stagnation point. A provisional comparison with stag
nation flow experimental data showed that the procedure may be more general than 
initially expected. 

Introduction 
Accurate estimation of heat loading on the external surfaces 

of gas turbine blades and vanes has become vital for the ef
fective design of modern gas turbine engines. Satisfactory pre
diction of the heat transfer to these surfaces still eludes the 
gas turbine designer due to the highly complex and interactive 
external flow-field environment. Among the many factors in
fluencing heat transfer, the time-unsteady condition of the flow 
as it enters the blade or vane row is one of the most important 
(Graham, 1979). In recent years much effort has been invested 
in experimentally investigating the unsteady flow phenomena 
where actual engine operating conditions were closely simu
lated (e.g., Dunn et al., 1986; Dring et al., 1986; Guenette et 
al., 1989). In the engine, combustion processes are responsible 
for the generation of high-energy turbulence while periodic 
unsteadiness of the flow arises from the relative motion of the 
alternatively stationary and rotating vane and blade rows that 
comprise each turbine stage. Of the factors that contribute to 
the overall flow unsteadiness (see Schultz, 1986; Doorly, 1988), 
wake-passing and free-stream turbulence may be considered 
to dominate. 

The role of wake-passing on heat transfer to turbine blades 
has recently received much attention (e.g., Mayle, 1991; Pax-
son and Mayle, 1991). Particularly, the phenomenon of lam
inar-turbulent transition in the presence of wakes plays a pivotal 
role in controlling local heat transfer rates. A new theory, 
which shows exceptional agreement with experiment, has re
cently been developed (Mayle and Dullenkopf, 1990, 1991). 
Despite these advances, uncertainty still remains with regard 

to predicting wake-induced transition onset.1 It is envisaged 
that, much like flows where wakes are absent, a wake-induced 
transition onset parameter will be correlated with local time-
mean boundary layer quantities such as momentum thickness 
Reynolds number and turbulence level, in addition to other 
wake-associated parameters. It is important to note that, even 
if well-validated experimental data are available, the designer 
will not be in a position to implement experimental data ef
fectively without accurate modeling of the wake-perturbed 
laminar boundary layer. Therefore, the development of a 
method for accurately representing the laminar boundary layer 
is critical from the viewpoint of transition prediction. 

Quite apart from problems related to boundary layer tran
sition, the unsteady nature of the flow in laminar boundary 
layers can have a substantial effect on local heat transfer rates. 
These effects are apparent in, and just downstream of, the 
stagnation region where the laminar boundary layers are highly 
perturbed. The effect of a turbulent stream on these boundary 
layers under idealized conditions has received considerable at
tention over the last thirty years from experimental (e.g., Smith 
and Kuethe, 1966), computational (e.g., Traci and Wilcox, 
1975), and theoretical (e.g., Sutera, 1965) perspectives. Tra
ditionally, velocity fluctuations have been considered to be the 
primary mechanism affecting heat transfer, but recent studies 
indicate that density as well as stagnation enthalpy fluctuations 
may play a role (see Kurosaka et al., 1987; Bogucz et al., 1988; 
and Rigby and Rae, 1989). In recent years, simulated engine 
conditions have been employed to gage the effect of realistic 
turbulence levels on heat transfer augmentation within laminar 
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Currently, even in cases where wakes are absent, there is no widely accepted 
method for relating transition onset to local conditions within the boundary 
layer (Mayle, 1991). 
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boundary layers (e.g., Krishnamoorthyetal., 1988). The effect 
of a pure sinusoidal perturbation of the free stream on laminar 
boundary layers has also been extensively studied, but mainly 
from a theoretical and computational point of view (e.g., 
Ishigaki, 1970; Phillips and Ackerberg, 1973) while the com
bined effect of free-stream turbulence and a standing wave 
perturbation were studied computationally by Greenblatt 
(1991). The effect of traveling wave disturbances, representing 
an idealized model of the wake-passing over turbomachinery 
blades, was studied both experimentally and theoretically by 
Patel (1975) and has received revived attention in recent times 
(Evans, 1989; Paxson and Mayle, 1991; Greenblatt and Da-
melin, 1992). 

To date, no computational procedure has been developed 
to account simultaneously for the combined effect of high 
levels of free-stream turbulence and wake-passing on laminar 
turbine blade boundary layers. In this paper, such a procedure 
is presented and its advantages over other methods proposed 
in the literature are illustrated. Results of the numerical scheme 
are presented and a provisional comparison has been carried 
out with stagnation flow experimental data. 

Free-Stream Considerations 
Paxson and Mayle (1991) analyzed the effect of the wake 

perturbed mean velocity field and turbulence contained in the 
wake on the boundary layer. They argued that both wake and 
turbulence perturbations may be considered inviscid relative 
to the boundary layer, imposing upon it a complex unsteady 
flow. Using these arguments the free-stream edge velocity that 
the gas turbine boundary layer is subjected to can be considered 
the sum of a mean component (£/0), a wake component ([/„,), 
and a turbulent component («') . This so-called triple decom
position is presented schematically in Fig. 1. 

The edge velocity in Fig. 1 may be mathematically expressed 
as 

Ue(x, t) = U0(x) + Uw(x, t)+u'(x, t). (1) 

Here we adopt Evans' (1989) characterization of the wake: 

Uw(x, t) = [/, (x) sin w(t-x/Q), (2) 

where Ul (x) is the amplitude of the wake disturbance, Q is 
the wake velocity, x is the spatial coordinate in the flow di
rection, and t represents time. In order to distinguish between 
the magnitudes of the various forms of unsteadiness it is con
venient to define the overall disturbance levels as 

Fig. 1 Triple decomposition of an unsteady free-stream flow; adapted 
from Dullenkopf et al. (1991) 

Tuz
0=Tu2+Tu2, 

where Tu is the wake disturbance U,/\[2U0 and Tu is the 

ensemble-averaged turbulence level -y (u'2)/U0 (see Evans, 
1975). Substituting Eqs. (1) and (2) into the unsteady Bernoulli 
equation for the free-stream, viz: 

1 dp dUe 8Ue -—— = — - + U — -
p dx dt dx ' 

(3) 

renders a complicated expression for the time-dependent pres
sure gradient dp/dx. Fortunately, for most design-related prob
lems we are only interested in the time-mean flow behavior 
and, if the free-stream turbulence is considered to be spatially, 
but not temporally, frozen (see, e.g., McDonald and Fish, 
1973), the expression reduces to 

I dp dU0 UidUi 
p dx dx 2 dx 

(4) 

where the overbars denote time-mean quantities. It should be 
noted that while U0(x) is readily determined from the Euler 
equations (e.g., Denton, 1983), U\ (x) represents the wake am
plitude variation as it passes through the blade row. The cal
culation of its magnitude for general turbomachinery flow is 
not considered to be within the scope of this paper. 

N o m e n c l a t u r e 

cP = 
D = 
F = 

f = 
k = 

Nu = 
P = 
Q = 

Re = 
T = 
t = 

Tu = 
Tu = 

Tu0 = 
U = 
u = 
V = 

X = 

y = 

specific heat 
cylinder diameter 
time-mean wake contributions 
dimensionless velocity 
thermal conductivity 
Nusselt number 
pressure 
wake velocity 
Reynolds number 
temperature 
time 
turbulence level 
wake disturbance level 
overall disturbance level 
free-stream velocity 
velocity in x direction 
velocity in the y direction 
streamwise spatial coordinate 
cross-stream spatial coordi
nate 

r = 
7 = 

5 = 
5o = 

5* = 

wave parameter = 2Tu2ax/y 
traveling-wave convection ve
locity = Q/U0 

boundary layer thickness 
oscillatory flow boundary 
layer thickness 
boundary layer displacement 
thickness 
dimensionless spatial coordi
nate 
skin friction coefficient 
kinematic viscosity 
fluid density 
Strouhal number 
frequency 

Subscripts 

D = cylinder diameter 

e = edge condition 
s = solid boundary 
w = wake quantity 

vcl = momentum wake quantity 
w2 = thermal wake quantity 

x = streamwise spatial coordinate 
0 = mean condition 
1 = unsteady quantity 

oo = condition far from the solid 
wall(s) 

Superscripts and Other Symbols 
= fluctuating quantity, differen

tiation with respect to i\ 
7 = time-mean quantity 

= dimensionless quantities 
• = wake-induced disturbance 

< • > = ensemble-averaged quantities 
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Modeling Overview 
The time-mean boundary layer equations incorporating the 

triple decomposition may be derived in a similar fashion to 
the time-mean pressure gradient of the previous section (Norris 
and Reynolds, 1975). The derivation, however, gives rise to 
an additional Reynolds stress term, which represents the non
linear contribution from the wake interactions and is difficult 
to quantify. An alternative approach, based on the small per
turbation assumption, has been developed by Telionis (1977) 
and more recently by Paxson and Mayle (1991). In certain 
turbomachinery applications, combustor turbulence can in
troduce gross disturbances of the order 0.5Uo (Graham, 1979), 
and the small perturbation assumption does not enjoy general 
validity. In order to obtain badly needed engineering infor
mation relatively quickly, many investigators have extended 
steady boundary layer procedures to unsteady flow problems 
by simply adding the unsteady terms to the equations (e.g., 
Gorla, 1986; Cebeci et al., 1990). While these methods have 
achieved moderate success, computational problems arise due 
to unsteady boundary layer separation, and more importantly, 
modeling boundary layer transition in an inherently unsteady 
environment is poorly understood. These methods are also 
computationally expensive when compared to typical two-di
mensional steady flow boundary layer code performance. 

General Method 
The approach adopted in this paper is based upon gener

alizing a method first proposed by Lin (1957). Whereas Lin 
considered the laminar flow equations subjected to a standing 
wave perturbation, this procedure includes the turbulent stresses 
in much the same manner as the extended steady flow equations 
mentioned above and considers a traveling wave perturbation. 
An attractive feature of Lin's method is that no restriction is 
imposed on the magnitude of the wake perturbation. For the 
application of this method, however, the condition 
(6 0 / 5 ) 2 « 1 must be satisified, where 50 ( = \J2v/ui) is the os
cillatory flow boundry layer thickness and 8 is the mean flow 
boundary layer thickness. Apart from the region very close to 
the stagnation point, where a second-order approximation may 
be warranted, this condition is satisfied to various degrees of 
approximation along the gas turbine blade boundary layer. 
When using this method the computational problems inherent 
in unsteady boundary layer separation are avoided and the 
much simplified time-mean transition, as opposed to unsteady 
transition, must be modeled. 

In order to eliminate unnecessary complications at this stage 
the incompressible boundary layer equations are considered, 
where viscous heating is neglected. Here, we commence with 
the extended steady flow boundary layer equations for two-
dimensional unsteady flow, viz: 

du dv „ 

dx dy 
(5a) 

du du du du 1 dp d • v- , , . i _ , x — + u—+v—=—-f + — \v—-{u v > , (5b) 
dt dx dy p dx dy \ dy J 

37" dT 8T d ( k dT \ 

—+ u— +v—=—(— -r-<vT>)> (5c) 
dt dx dy dy \pcp dy J 

where u and v represent ensemble-averaged velocities in the x 
and y directions and the primed quantities with <>'s denote 
ensemble-averaged fluctuating quantities. The quantitiesp and 
T refer to pressure and temperature while v, p, k, and cp are 
the kinematic viscosity, density, thermal conductivity, and spe
cific heat, respectively. Applying the method of Lin, we sub
stitute 

u(x,y,t) = u0(x,y) + uw(x,y,t), (6a) 

v(x,y,f) = v0(x,y) + vw(x,y,t), (6b) 

T(x, y, t) = T0(x, y) + Tw(x, y, t), (6c) 

p(x, t)=p0(x)+pw(x,t), (6d) 

into equations (5a, b, c). As in the case of the free-stream 
quantities, subscripts 0 and w refer to time-mean and wake 
components of the ensemble-averaged quantities, respectively. 
Upon time-averaging, making use of Eq. (4) and dropping the 
0's and mean quantity overbars, the mean flow equations 

du dv 

dx dy 
(la) 

du du rT dU0 d 

dx dy ax dy 
p--(u'v') ) +Fwi(x,y), 

dy 
(lb) 

dT dT d I k dT \ ^ , U T + V ^ = V [ — ^-(v'T'))+Fw2(x,y), (7c) 
dx dy dy \pcp dy J 

are obtained, where the time-mean wake contributions Fwl and 
Fw2, which are expressed as 

F^x'y)=Ylx" 
duw du 

U^+V»Ty -P") (8fl) 

and 

dTw _ dTw 
-uw vw , 

dx dy 
Fw2(x,y) 

are determined from the linearized unsteady equations 

= 0, 
duw dvw 

dx dy 

duw dU„ d I duw\ 

-d7 = ̂ r + d-yVly-]+Mx'y) + e>" 
BTW 

dt dy \pcp dy 

k 3T„ 
+ </>2 (x, y) + eT. 

(85) 

(9a) 

(9b) 

(9c) 

The form of the terms 4>\ and 02 depends on the assumptions 
that are made regarding the Reynolds stress modeling in Eq. 
(5b, c) while eu and eT represent the contribution of the non
linear terms, which are ignored here. The boundary conditions 
for Eqs. (7) and (9) are: 

u = 0, v = 0, T=TS atj> = 0, 

u~Ue, t>—• 0, T~Te a s / — oo, 

and 

uw = 0, TW=TS, at.y = 0, 

duw/dy-~0, dTw/dy~0, a s / - o o , 

respectively, where the subscript s refers to the solid wall 
boundary. For the application of this method the wake effects 
are first ascertained by means of Eqs. (9a) to (9c). These effects 
are then incorporated into the steady flow Eqs. (lb) and (7c) 
via the F„ terms, which are ascertained from Eqs. (8a) and 
(8b). 

The advantages of this method over other methods published 
in the literature are clear: First, the unsteady Eqs. (9c) to (9c) 
are readily solved with relatively modest computational effort. 
Second, the time-mean terms Fwl and F„2 appearing in Eqs. 
(7b) and (7c) need only to be computed once for a particular 
turbulence model and thereafter either stored in a data base 
or be represented by means of best-fit correlations. Third, the 
resulting time-mean equations can be solved by one of the 
many available space-marching methods resulting in compu
tational times that are comparable to those currently used in 
turbine design practice where wake effects are ignored (e.g., 
Crawford and Kays, 1976). Fourth, this method is not re
stricted to sinusoidal-type periodic disturbances. Indeed, Dul-
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Fig. 2 Comparison of the numerical and analytical solutions to Eqs. 
(9a), (9b) and (8a) for purely laminar flow 

Fig. 3 Numerical solutions to Eqs. (9a), (9b) and (8a) for increasing 
Tu VRe/V^2 

lenkopf et al. (1991) and others have shown that, while the 
wake is periodic, it deviates significantly from a sinusoidal 
shape. Fifth, the method takes the "traveling" nature of the 
wake into account. Sixth, the time dependence of the turbu
lence level Tu can be accounted for via the Reynolds stress 
terms in Eqs. (9b, c), and finally, only time-mean phenomena 
such as, for example, wake-induced transition need be mod
eled. This last item is particularly advantageous in the light of 
recent developments by Mayle and Dullenkopf (1990, 1991). 

Numerical Results 
In this section, the numerical results of the wake and time-

mean equations are presented in three stages. First, the solution 
to the wake Eqs. (9a, b) are presented where turbulence effects 
are ignored. Second, the effect of turbulence on the solution 
is examined, and finally, the effect of the wake behavior on 
the resulting time-mean flow is illustrated. Only the mass and 
momentum equations are considered because their solution is 
sufficient to illustrate the salient failures of the method. 

Turbulence-Free Oscillations 
In the absence of turbulence, the Fwi term appearing in Eq. 

(8a) is obtained from the classical solution to Eqs. (9a) and 
(9b): 

Fwl(x, y)=¥± ^Hl [(2 + y/So) cos (y/80) 2 ax 

+ (y/80 - 1) sin (y/80) - e^ / 5o] e -^o 

+ - ^ [ ( l - j A , ) c o s ( y / 5 0 ) 

+y/80 sin (y/80) - e-
y/so]e-y/s°, (10) 

where the first term in the expression 0.5 UidUi/dx4>i(y/80) 
is that derived by Lin (1957) and the second term 0.5U\ w/Q 
4>i(y/bty) represents the traveling-wave contribution, derived by 
Greenblatt and Damelin (1992). These functions are plotted 
in Fig. 2. In order to test the computational scheme (see ap
pendix), the equations were solved numerically and the results 
are plotted on the same system of axes. It is evident from the 
figure that the computation yields an acceptable solution to 
the equations, thereby validating their use for cases where no 
classical solution is possible due to inclusion of eddy viscosity 
or thermal conductivity in the momentum and energy equa
tions, respectively. 

Combined Wake and Turbulence Effects 
As a means of introducing the effects of turbulence into the 

equations, the Reynolds stress term in Eq. (5b) was modeled 

<k 

>/5„ 

Fig. 4 Numerical solutions to Eqs. (9a), (9b) and (8a) for increasing 
Tu VRe/V^/2 

by means of the turbulence viscosity relationship (see Hylton 
et al., 1983): 

{u'v') = vTu 
du 
&' (11) 

and the eddy viscosity model of Smith and Kuethe (1966): 

vTu = 0A64^(u'2)y. 
For simplicity it was assumed that <M'2> remains "frozen" 
i.e., independent of time throughout the cycle. It should be 
noted, however, that this is not a necessary constraint but 
proved to be convenient. Suitable nondimensionahzation of 
the equations (see appendix) yielded the controlling parameter 
Tu \/Re/\/o/2, where Re and a are the Reynolds and Strouhal 
numbers, respectively, and the results of computations per
formed for increasing values of this parameter are presented 
in Figs. 3 and 4. It is evident from the figures that the effect 
of increasing Tu\fRe/\fa/2 is manifested by a larger penetra
tion into the laminar boundary layer of the functions 0! and 

Time-Mean Flow 
The effect of the above-mentioned factors on the time-mean 

boundary layer development was ascertained by considering a 
stagnation flow over an infinite cylinder and the flow over a 
flat plate. By considering the ratio of the two terms in Eq. 
(10) it can be shown that UxdU\/dx dominates over U\w/Q 
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in the stagnation region, whereas the opposite is true when 
little or no pressure gradient is present such as in the case of 
flow over a flat plate. Consequently, for the remainder of the 
results presented in this section, traveling wake effects are 
ignored in the stagnation region while these effects are con
sidered exclusively for the flat plate problem. 

Stagnation Flow. In keeping with previous stagnation point 
investigations, the substitution U0(x)=Ax was made where 
A = AU„/D. The quantities Ux and D represent the free-stream 
velocity and cylinder diameter, respectively. Making the sub
stitutions for U0 and Fwi, the mass and momentum Eqs. {la, 
b) took the form 

du dv 
te+Ty=0' (12) 

ujx+vdfy = A2x[\ + Tu24>d>'/«o)] + -j- ( " - " T K ^ J , (13) 

and bringing about the substitutions 

u=UefW, p=-(vA)1/2f(r,), V=(A/u)i/2y, 

a = 0.082Tu^Re^,, b=l + Tu4>i(l/2y/aD/2ri), 
Eq. (12) was automatically satisfied and Eq. (13) was reduced 
to the ordinary differential equation 

/ ' 2 -/"(/+ a) =(1+07, )f+b 
where the primes refer to differentiation with respect to ?/. The 
equation above was subject to the boundary conditions 

/ = / = 0 atrj = 0 

/ ' = 1 as ij — oo. 

Following Smith and Kuethe (1966), ?/ = 6.0 was taken as 
the boundary layer edge and a Runge-Kutta integration pro
cedure was used to obtain the solutions. 

The results for normalized time-mean displacement thick
ness (5*/5*f„, TU=O) and skin friction coefficient (X/\r„j Tu=o) 
are plotted in Figs. 5 and 6, respectively, where the Strouhal 
number aD was set equal to 2. It is evident from the figures 
that the effect of both the turbulence and the time-mean wake 
unsteadiness is fully characterized by this method. In addition, 
for this particular case, the method yields the much sought-
after controlling parameter Tu\/ReD/\/oD/2 by suitable non-
dimensionalization of the governing equations. 

With regard to Fig. 5 it is evident that 6* increases with 
increasing Tu but unexpectedly decreases with increasing fu. 
This is an important result since in many boundary layer codes 
the transition onset Reynolds number is based on either dis
placement or momentum thickness. Consequently, it is im
portant that the starting upstream conditions are accurate 
otherwise a valid estimation of the onset Reynolds number will 
not necessarily predict an accurate transition location on the 
blade surface. This in turn, could lead to erroneous estimates 
of the local heat transfer coefficient. 

The results for skin friction, which are plotted in Fig. 6, 
indicate that increases in both Tu and fu bring about an 
increase in the time-mean skin friction coefficient. It is evident, 
however, that the effect of the wake is not as significant as 
the free-stream turbulence effect with fu = 50 percent bringing 
about a skin friction augmentation of only 15 percent. On the 
basis of the findings of Ishigaki (1970) and using the Reynolds 
analogy it can be inferred that similar trends will be apparent 
for time-mean heat transfer. This result can be used to explain 
qualitatively the widely varying results in gas turbine heat trans
fer augmentation when novel turbulence generators are used 
(see Bayley and Priddy, 1981, and Krishnamoorthy et al., 
1988). For example, while the measured overall disturbance 
level Tu0 is large, the actual turbulent component Tu may be 
much smaller—giving rise to only a slight increase in heat 
transfer and consequently misleading results. 

Fig. 5 Time-mean normalized displacement thickness variation when 
subjected to the combined effect of wake-passing and free-stream tur
bulence for uD = 2 
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1 .6 -

1 .5 -

1 .4 -

1 .3 -

1 .2 -

1 -

, 

/ ' 

^ ^ 

fu 

0 , - ' ' ' 
0.1 ^'" 
0.3 ^ - ' ^ 
0.5 , , - ' " ^ ' \ ^ 

- " " ^ ^ ^ 
' ' ' ' ' ^ ^ ^ ^ 

'^ ^^^ 

Tu\}ReD 

Fig. 6 Time-mean normalized skin friction coefficient variation when 
subjected to the combined effect of wake-passing and free-stream tur
bulence for aD = 2 

The computations above were performed with aD equal to 
0.5 and 4.0 respectively, and it was ascertained that the results 
for both 5* and X were only slightly affected when compared 
to the <j£ = 2.0 case. 

Flat Plate Flow. In order to illustrate the time-mean effect 
of the traveling wave on the laminar boundary layer in the 
absence of free-stream turbulence, the classical flat plate prob
lem was considered here. The external fluid stream was as
sumed to be free of pressure gradient and the amplitude and 
velocity of the traveling-wave were assumed constant. For this 
problem, the outer edge of the boundary layer was defined at 
the point u = 0.99U, and consequently (80/5)2 = 2/25ax, where 
the subscript x refers to the distance measured from the leading 
edge of the plate. This relation can be derived from the def
inition contained in the section entitled "General Method" 
and the well-known flat plate formula for <5. It can be seen by 
inspection that the condition (S0/5)2 « 1 holds for typical gas 
turbine blade Strouhal numbers with the exception of the re
gion very close to the leading edge. Introducing the well-known 
Blasius substitutions (see Schlichting, 1979), once again the 
mass equation is automatically satisfied and the momentum 
equation reduces to the ordinary differential form: 

ff"+2f'"+(2fu\/y)4>^ • 0. (14) 

The term y represents the traveling-wave convection velocity 
ratio Q/UQ and for convenience we define the wave parameter 
T = 2fu ax/y. The equation above was subject to the same 
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Fig. 7 Effect of the wave parameter on skin friction and momentum 
thickness 

Fig. 8 Effect of the wave parameter and Strouhal number on time-mean 
velocity profiles 

boundary conditions as in the stagnation flow case and the 
same integration scheme was used. 

Making use of the principle of similarity, the local skin 
friction and momentum thickness Reynolds number may be 
expressed as 

^ /^ / " (OyVRe^ and Ree = «VRe^ 
respectively. The quantities/" (0) and a are plotted in Fig.7 as 
a function of the wave parameter T, for ax values of 1 and 2. 
In general, the local skin friction coefficient increases with the 
wave parameter while the momentum thickness decreases. All 
curves exhibit a very small negative second derivative type 
curvature but can be adequately represented by linear functions 
for the range of T presented here. The skin friction increases 
by approximately 50 percent as the wave parameter increases 
from 0 to 1. This quantity also exhibits a very small dependence 
on ax with the difference between the two results typically 
around 3 percent. Using the Reynolds analogy once again it 
is evident that traveling-wave fluctuations can have a pro
nounced effect on the local heat transfer coefficient within the 
laminar boundary layer of gas turbine blades. 

In contrast to the skin friction coefficient, the momentum 
thickness Reynolds number is strongly affected by both the 
wave parameter and the Strouhal number. For the condition 
ox = 2, a decreases by approximately one quarter of its original 
value at maximum T,while for ax = 1 it decreases to half its 
value. Thus, it is conceivable that the traveling wave effect 
may have an influence over the point of transition onset. 

Due consideration should also be given to the stability char
acteristics of these boundary layers as their mean profiles are 
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Fig. 9 Comparison of the numerical heat transfer predictions with the 
experimental data of Base et al. (1981) 

markedly different to that of the Blasius profile. This feature 
is evident from Fig. 8 where profiles for T= 1 are compared 
with the Blasius profile. These curves qualitatively reflect the 
results of the previous figure. 

Provisional Experimental Validation 
The numerical results attained here were compared with the 

experimental data of Base et al. (1981) and Marziale and Mayle 
(1983). The Base et al. experiment consisted of a low-speed 
blow-down wind tunnel in which the turbulence level, unstead
iness level, and frequency could be set. Overall disturbance 
levels as high as 20 percent were examined. All experiments 
were performed on a heated cylinder, which was located in the 
working section of the tunnel. Traveling wave effects were 
absent from the free-stream and the temperature in the free 
stream was constant. 

The numerical technique described in the previous section 
was used and, in addition, the energy equation was solved. 
For the solution of the energy equation, laminar and turbulent 
Prandtl numbers of 0.7 and 1.0, respectively, were employed. 
Since free-stream fluctuations in temperature were absent, the 
wake term in the energy equation Fw2 was equal to zero. 

Figure 9 contains the experimental data as well as the nu
merical results of the method described in the paper, where 
comparisons are presented for Nusselt number, normalized 
with respect to its value in a nonoscillatory flow, as a function 
of Strouhal number. Incident flow Reynolds numbers of 1220, 
2440, and 4890 were considered. The experimental data for all 
three Reynolds numbers show similar trends, namely that the 
heat transfer drops at low frequency, but recovers to approx
imately its original value at higher frequencies. The numerical 
results, on the other hand, show an insensitivity to aD as was 
discovered in the previous section and as a consequence of 
this, the experimental data tend asymptotically to the computed 
results. This was expected since the theory was developed spe
cifically for high-frequency oscillations. It is surprising to note, 
however, that these data are outside the valid range of the 
numerical model. This is evident from Table 1 where repre
sentative aD values are compared with their corresponding (80/ 
S)2 values. In the section entitled "General Method" it was 
pointed out that the numerical scheme is only valid for (50/5)2 
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Table 1 Boundary layer thickness ratio as a function of Strouhal number 
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« 1 and this is clearly not the case here. Thus the theory 
may enjoy greater generality than was originally believed, but 
definite conclusions in this regard cannot be drawn until further 
validation has been carried out. 

In the experiment of Marziale and Mayle (1983) the effect 
of periodic variation in the angle of attack on heat transfer at 
the leading edge of a turbine blade was examined. As in the 
previous investigation a circular cylinder was employed, but 
in this investigation it was oscillated rotationally about its axis. 
The incident flow Reynolds numbers and Strouhal numbers 
were chosen to be representative of those found in turboma-
chinery while turbulence levels up to approximately 5 percent 
were generated. A mass transfer technique was used to infer 
heat transfer results. 

For the computational results, the external free-stream ve
locity was represented by 

Ue=Ax±\Ax' sin cod, 
where the sign between the two terms is dependent upon the 
stagnation region location under consideration and x' is the 
amplitude of the oscillation measured from the stagnation 
point. 

It is evident from Eqs. (9a, b) that the flow will be unsteady 
in nature since Uw= ± \Ax' sin tat\. However, the time-mean 
effect will be equal to zero since Uw is not a function of x. 
Consequently with Fwl and F„2 equal to zero, neither frequency 
nor amplitude should have any effect on time-mean heat trans
fer. It is also important to note that this result is independent 
of the high-frequency assumption (50/5)2 « 1 and therefore 
valid for all op. 

The experimental data as well as the results of the above-
mentioned conclusion are presented in Fig. 10. The experi
mental data show a 10 percent increase in inferred Nusselt 
number at intermediate values of Strouhal number and then 
decrease to the value that was measured in the absence of angle 
of attack oscillation. Contrary to this, the method developed 
here shows no variation with Strouhal number. It is believed 
that the small discrepancy between the data and prediction can 
be attributed to the fact that U„ is weakly dependent on x due 

to interaction of the boundary layer and free stream during 
the oscillation. However, for the prediction presented here, 
this was not taken into account as the free-stream and boundary 
layer regimes were assumed to be independent of one another. 

Concluding Remarks 
A computational procedure has been developed that ac

counts for the time-mean effect of wake-passing and free-
stream turbulence on laminar turbine blade boundary layers. 
Among the advantages of the procedure over many others 
currently found in the literature are rapid computation of the 
time-mean unsteady effects and realistic modeling of the tur
bulent wake. The procedure also yielded useful parameters 
such as Tu \/ReD / \JoD/2 and T ( = 2Tu2ax/y) for describing 
the time-mean effects of unsteadiness on the laminar boundary 
layer. A provisional comparison with experimental data showed 
that the procedure, may be more general than initially expected. 
On the basis of this encouraging preliminary comparison with 
experimental data it is envisaged that, in the near future, the 
results of this procedure will undergo extensive experimental 
validation. 
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A P P E N D I X 

Numerical Solution 
On substituting Eqs. (2), (11), and the turbulence model into 

Eq. (9b), Eqs. (9a) and (9b) become 

^ + ^ = 0, (Al) 
bx by 

= 0)17, cos u(t-x/Q) + y y+vn-^), (A2) 
bu„ 
~~bt 

subject to the boundary conditions 

uw = 0 at/ = 0, 

buw/by = 0 as j—oo. 

The equations above were rendered dimensionless by making 
the substitutions 

u* = uw/U\, v* = vw/U\, 

x*=x/50, y*=y/50, 

t =0)t, OQ= —OJX/Q. 

The resulting dimensionless equations to be solved were 

bu* bv* 
—* + — i = 0, 
dx by 

* 3 bu* 
—r = cos(/ + o - e ) + 0 . 5 — ^ ( 1 + r ) —r, 
57 * by by 
bu 

(A3) 

(A4) 

where r = 0. \64y Tu VRe/Vff/2. The quantities Re and a refer 
to the Reynolds number (UmL/v) and the Strouhal number 
(o>L/U„) based on the free-stream conditions and some char
acteristic length scale L, which is typically cylinder diameter 
D or distance from the leading edge x. Equation (A4) was 
discretized by replacing the derivative terms with the simple 
mean of the finite difference approximations at the y'th and 
(/'+ l)th time steps, i.e., an implicit Crank-Nicolson-type for
mulation. Dropping the *'s for convenience the discretized 
equations took the form: 

*i,i+r 

bu_ 
by'' 

bu 

W 
Ui+l,j+l ~ui. -J_ "H 

bht_ 

by2" 

t I Ui+ i, j+ i -

h 

ui,j+\ 

\J~ui,j 
h 

u-i, j+\ • 

(A5) 

(A6) 

"ij+i 

e 
+ h 

«/+ i , • " ; , 

ui-l,j~ ui,j 

h J \ h 
where e = 0 at the free-stream boundary and e= 1 elsewhere. 
Substituting Eq. (A5) to (A7) into Eq. (A4) yielded the linear 
system of equations: 

~k\U-,- ij+i +k2Uij+[ — k3ui+iyj+i 

= klul-1j + kt,Uij+ k5ui+ij + k cos kj, 

where 

ki = k(l+r)/4h2 

k2=\+ rk/4hy + k(l+ r)/2h2 

k3 = rk/4hy + k(l+r)/4h2 

k4=l-erk/4hy- (e + l)k(l + r)/4h2 

k5 = e(rk/4hy + k(\+ r)/4h2). 

Since the uw(y, t = 0) boundary condition was not known, an 
array of zeros was used as the starting vector and the solution 
procedure was marched in time. It was discovered that after 
2 to 3 cycles the solution was found to be independent of the 
starting condition. Fifty spatial increments were used with 250 
time steps per cycle. It was ascertained that doubling the spatial 
grid density and time steps per cycle resulted in neglible dif
ference to the solution. Once u had been calculated the di
mensionless continuity equation (A3) was integrated to yield 

'ybu J 
dy, - r bx 

and consequently Fwi could be computed by time integration 
over one cycle. 
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Effects of Free-Stream Turbulence 
and Adverse Pressure Gradients 
on Boundary Layer Transition 
Boundary layer measurements are presented through transition for six different free-
stream turbulence levels and a complete range of adverse pressure gradients for 
attached laminar flow. Measured intermittency distributions provide an excellent 
similarity basis for characterizing the transition process under all conditions tested 
when the Narasimha procedure for determining transition inception is used. This 
inception location procedure brings consistency to the data. Velocity profiles and 
integral parameters are influenced by turbulence level and pressure gradient and do 
not provide a consistent basis. Under strong adverse pressure gradients transition 
occurs rapidly and the velocity profile has not fully responded before the completion 
of transition. The starting turbulent layer does not attain an equilibrium velocity 
profile. A change in pressure gradient from zero to even a modest adverse level is 
accompanied by a severe reduction in transition length. Under diffusing conditions 
the physics of the transition process changes and the spot formation rate increases 
rapidly; instead of the "breakdown in sets" regime experienced in the absence of 
a pressure gradient, transition under strong adverse pressure gradients is more related 
to the amplification and subsequent instability of the Tollmien-Schlichting waves. 
Measurements reveal an exponential decrease in transition length with increasing 
adverse pressure gradient; a less severe exponential decrease is experienced with 
increasing turbulence level. Correlations of transition length are provided that fa
cilitate its prediction in the form of suitable length parameters including spot for
mation rate. 

Introduction 
The computational fluid dynamics approach to the aero

dynamic design of compressor and turbine blading is critically 
dependent on the accurate prediction of boundary layer tran
sition. Substantial regions of the blade surfaces can be tran
sitional, especially at the low Reynolds numbers encountered 
in high-altitude flight or in the last stages of steam turbines. 
The phenomenon of transition is not fully understood and 
attempts to predict it theoretically have not hitherto been suc
cessful. Excellent reviews of the problems and progress in this 
area have recently been published by Mayle (1991) and Nar
asimha and Dey (1989). 

Information is required on transition inception and com
pletion for a wide range of pressure gradients and under the 
conditions of high free-stream turbulence encountered in tur-
bomachinery. Designers have tended to rely on correlations of 
experimental data for this purpose. These correlations are gen
erally valid for zero streamwise pressure gradient, reflecting 
the considerable body of experimental data available for this 

Contributed by the International Gas Turbine Institute and presented at the 
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logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 24, 1992. Paper No. 92-GT-380. Associate Technical 
Editor: L. S. Langston. 

condition. The scarcity for information on flows under stream-
wise pressure gradients is emphasized by a recent critical survey 
of transition data performed by Dey and Narasimha (1988). 
They were able to identify only six data sets for which turbulent 
spot formation rates for transition in accelerating flows could 
be evaluated. No suitable data could be identified for decel
erating flow cases and a correlation of spot formation rates 
in this regime was not attempted. The paucity of available 
experimental data for diffusing conditions has made existing 
correlations unreliable when significant adverse pressure gra
dients are present. Correlations have predicted excessive tran
sition lengths for both attached flows under adverse pressure 
gradients and separated shear layers. In the latter case the use 
of existing transition length correlations has led to the pre
diction of a completely separated shear layer where experience 
would indicate the existence of a laminar separation bubble 
(Walker et al., 1988). Prediction of a fully separated shear 
layer usually results in a termination of the run due to the 
failure of the inviscid-viscous interaction blade design program 
to converge. 

Under these circumstances compressor designers have often 
resorted to drastic assumptions to force convergence. The most 
common approach is to postulate a point, transition at either 
the leading edge or the suction peak. Although it is usually 
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acknowledged that this is physically unrealistic, the assumption 
is considered to be conservative, and therefore satisfactory. 
There are, however, many situations, especially under off-
design conditions, in which point transition is not a conserv
ative assumption. Stall resulting from a laminar separation is 
such a case. If point transition is assumed then rapid reat
tachment will be predicted, whereas the actual flow might 
exhibit a bubble that lengthens or bursts. 

Widely used criteria for transition and laminar separation 
are based on plots of the Crabtree (1958) type extended to 
account for variations in turbulence level. Crabtree proposed 
a correlation of available low turbulence level data in the form 
of Ree against Xe. To use such a correlation one plots the locus 
of the developing laminar boundary layer in the coordinates 
above. Laminar separation would be indicated by \s reaching 
the Thwaites (1949) limit of -0.082, or the Curie and Skan 
(1955) limit of -0.09. Assuming this limit is not encountered 
first, then transition is predicted where the locus crosses the 
Crabtree curve. The difficulty with this approach occurs in 
extending it to the high turbulence levels encountered in tur-
bomachines. Turbulence levels vary between 2 and 14 percent 
axial flow compressors and can reach 18 percent in axial flow 
turbines (Wood, 1973), thus constituting an important inde
pendent variable. 

Interpretation of transition data is complicated by the variety 
of different criteria used to define the inception and completion 
of the transition process. The most consistent definition of the 
state of transition has proved to be the observation of turbulent 
intermittency. Measurements of transition in a streamwise 
pressure gradient, in which observations of intermittency have 
been reported in addition to the other boundary layer prop
erties, have been made by Narasimha (1957), Abu-Ghannam 
and Shaw (1980), Fraser et al. (1988), Ashworth et al. (1989), 
Gostelow and Blunden (1988), and others. 

The work by Gostelow and Blunden, on transitional flows 
over a wide range of adverse pressure gradients, used inter
mittency measurements for locating transition inception, and 
for defining transition length, by plotting F(y) = [-In (1 -
Y)]I/2. This technique, originally suggested by Narasimha, was 
instrumental in identifying a universal distribution of inter
mittency in the transition zone. 

The previous papers had examined the effects of turbulence 
level and adverse pressure gradients in isolation. An extensive 
series of boundary layer transition measurements has been 
undertaken at the University of Technology, Sydney, over a 
wide range of levels of free-stream turbulence and adverse 

pressure gradient, and in this paper the combined effects of 
both variables are documented. 

The approach has been to test a range of adverse pressure 
gradients for each of the six turbulence levels. Since the adverse 
pressure gradients are produced by angle variation of a hinged 
flap, they are basically of the form of a constant diffusion in 
the region of the flat plate under test. 

Since the range of turbulence levels and pressure gradients 
tested is wide it is pertinent to consider whether the data re
vealed any degree of similarity over the whole range. In in
troducing his universal intermittency distribution for 
transitional boundary layers Narasimha had raised questions 
about its validity under strong pressure gradients. It was there
fore planned to scrutinize the current data for any discrepancies 
in intermittency distribution; it was additionally proposed to 
investigate streamwise variations in velocity profiles and the 
associated integral properties from a similar perspective. 

It has been demonstrated (Walker and Gostelow, 1989) that 
adverse pressure gradients have a major impact on the physics 
of the transition process. In the absence of a streamwise pres
sure gradient the appearance of turbulent spots is random in 
nature (Gostelow, 1991). In conditions of moderate to strong 
adverse pressure gradient, typical of the suction surfaces of 
turbomachinery blading, the process is more evolutionary with 
turbulent spots appearing regularly in a manner akin to forced 
transition. 

The breakdown of instability waves in sets was an observed 
characteristic of the zero pressure gradient condition. Contin
uous breakdown every cycle of the Tollmien-Schlichting wave 
was thought to be characteristic of the adverse pressure gra
dient case. It was predicted that the transition length for an 
adverse pressure gradient would be several times shorter than 
that for zero pressure gradient. 

Walker (1987) advanced a model for predicting the minimum 
length of the transition region, which explained the qualitative 
differences in transition under zero and adverse pressure gra
dient conditions in terms of the influence of pressure gradient 
on the breakdown mechanism for turbulent spots. A contin
uous breakdown of turbulent spots on an equispaced spanwise 
array was hypothesized. These idealized spots, based on each 
Tollmien-Schlichting wave cycle, eventually coalesced by 
streamwise spreading, resulting in the completion of transition. 
The corresponding transition length was given by 

ReLt = 2.3Re5*
3 (1) 

b = 
Cp = 

cf = 
F(y) = 

H = 
H' = 

LT = 
m = 

N = 

n = 
Q = 

Res* = 

Re,, = 

Re* = 

turbulence grid bar diameter 
static pressure coefficient 
skin-friction coefficient 
[ - l n ( l - 7 ) ] ' / 2

t 
form factor = 5* /8 
normalized form fac
tor = (H-He)/(H,- He) 
transition length 
mesh spacing in turbulence 
grids 
dimensionless spot formation 
rate = «a03/i> 
spot formation rate 
turbulent level, percent 
displacement thickness Reyn
olds number 
momentum thickness Reyn
olds number 
distance Reynolds number 

s 

U 
u 

u + 

u* 
X 

y 
y+ 

y 
8 

8* 
V 

e 
6' 

= distance downstream of turbu
lence grid 

= free-stream velocity 
= local velocity 
= dimensionless velocity = u/u* 

= friction velocity = \JTJP 
= streamwise distance from 

leading edge 
= normal distance from wall 
= dimensionless distance from 

wall = .pi/*/// 
= intermittency factor 
= absolute thickness (based on 

u/U = 0.99) 
= displacement thickness 
= dimensionless dis

tance = (x- xs)/(xe - xs) 
= momentum thickness 
= momentum thickness ra

tio = (0 - es)/(ee - es) 

X 

A* 

V 

€ 

p 
a 

Tw 

= distance from 7 = 0.25 to 
7 = 0.75 

= pressure gradient param
eter = (62/v) • (dU/dx) 

= kinematic viscosity 
= dimensionless dis

tance = (x-x,)/\ 
= density 
= turbulent spot dependence 

area parameter 
= wall shear stress 

Subscripts 
e 

lam 
min 

s 
t 

turb 

= end of transition (7 = 0.99) 
= laminar value 
= minimum value 
= start of transition (7 = 0.01) 
= start of transition (Narasimha 

definition) 
= turbulent value 
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Fig. 1 Wind tunnel and its working section

The above expression was taken to represent the minimum
transition length corresponding to the maximum pressure gra
dient parameter for an attached laminar boundary layer at
transition inception, A~/ = - 0.082.

Transition lengths corresponding to zero pressure gradient
flows are reasonably well established. A representative cor
relation would be that of Narasimha (1978):

ReA = 9Re:/4
. (2)

Experiments described by Walker and Gostelow (1989)
tended to confirm the theoretical predictions. Measurements
at a moderate turbulence level by Gostelow and Blunden (1988)
had indicated a similar trend for transition length, as had
measurements under a high turbulence level (Gostelow, 1989).

One consequence of the accelerated nature of transition in
adverse pressure gradients is that failure of the incipient tur
bulent layer velocity profiles to reach equilibrium upon com
pletion of the transition process. Gostelow and Walker (1991)
have shown that in adverse pressure gradients the distance
required for the velocity profile to reach equilibrium after
transition may be considerably greater than the transition
length. This raised questions concerning the use of form factor
as an indicator of the state of transition and about compu
tational approaches, which presumed a linear combination of
laminar and turbulent properties in proportion to the inter
mittency.

If transitional flow modeling in adverse pressure gradients
is to be improved a more complete understanding of transition
is needed. This specifically relates to the physics of turbulent
spots, their formation rate and distribution, and their mutual
interaction, especially when they occur at spacings comparable
to the wavelength of the preceding laminar instability.

In computational methods currently used for predicting
transitional behavior, it is desirable to move to a more ad
vanced state of semi-empiricism in which improved physical

394/ Vol. 116, JULY 1994

models or statistical distributions of measured data are used
to represent the intermittency process. The latter route was
charted by Emmons (1951) but has subsequently been inade
quately exploited. Narasimha (1985) has rendered a valuable
service in attending to the outer region scaling of the bursting
phenomena by identifying amplitude functions and distribu
tions that would be needed to adequately represent the tran
sition process. He has provided a correlation of experimental
data to represent his spot formation rate parameter, N.

In this paper: the data obtained in the current investigation
are summarized and presented in the form of correlations for
transition length as normalized by boundary layer thickness
at inception and by predicted minimum transition length; they
are also presented on the basis of spot formation rate param
eter.

Establishment of Independent Variables
The experiments were performed in the 608 mm x 608 mm

octagonal section open circuit tunnel described by Gostelow
and Blunden (1980). Views of the tunnel and its working section
containing the flat plate and fairing are given in Fig. 1. Air
enters through a bellmouth to the settling chamber, which
contains a honeycomb and a set of screens for reducing swirl
and turbulence, respectively. A contraction, of area ratio 3.88,
precedes the working section, which has a maximum velocity
of 40 m/s. The free-stream turbulence level is usually around
0.3 percent.

Boundary layer measurements are made on the top surface
of a flat aluminum plate of 1500 x 608 x 25 mm having a
high-quality surface finish. The upper surface leading edge has
a slender elliptical arc form to avoid leading edge separation
and is located 1200 mm from the working section entrance.
The exception to this is testing without a turbulence grid in
stalled; in this case the distance between entrance and leading
edge is reduced to 600 mm. Static pressure taps are installed
on the plate centerline. A negative incidence of 0.25 deg is
imparted to the plate to avoid any occurrence of leading edge
separation.

Transition regions are identified using hot-wire measure
ments of intermittency. A single Dantec 5 Mm platinum hot
wire is used for this purpose with a Dantec 55MI0anemometer.
A key element in the test program was the development of an
on-line intermittency meter (Alt, 1987). A comparator stage
and two series of mono-stable amplifiers produced a digital
pulse, which triggered a counter-timer, giving an on-line in
termittency reading. This removed any practical upper limit
to sampling time, 100 seconds being used routinely.

The reference velocity is set using a pitot tube. Boundary
layer traverses are performed using a 1.2 x 0.72 mm flattened
head pitot tube in conjunction with plate static pressures.

A traverse carries the probes longitudinally over one meter
from the leading edge and a lead-screw system is mounted on
the carriage for vertical traverse. A dial gage having a least
count of 0.01 mm is used for close-interval measurements of
vertical movement. A concentrated beam of light is focused
on the probe tip, its reflection being used for accurate posi
tioning close to the wall.

Streamwise Pressure Distributions. In tests involving ad
verse pressure gradients a fairing is used having a rounded
leading edge followed by a straight diffusing section. The fair
ing was fabricated from perspex formed over a rigid aluminum
frame. The leading edge of the fairing extends 300 mm up
stream of that of the flat plate. The fairing can be rotated
about an axis in the throat region, permitting the application
of a range of diffusing static pressure gradients.

Representative streamwise distributions of static pressure
coefficient for two turbulence levels are presented in Fig. 2.
It is difficult to impose a diffusion of constant gradient using
a simple linear fairing but the pressure distributions show that
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there are no serious irregularities or departures from the desired 
pattern in the region downstream of the throat. 

Turbulence Levels. The high turbulence levels required for 
this study were generated by inserting square array biplanar 
grids, constructed from circular steel bars, at a fixed location 
1200 mm from the plate leading edge. Five grids were designed, 
using the relation 

<?= 112(5/6)-5/7 (3) 

given by Frenkiel (1948), to produce homogeneous, well-mixed 
turbulence over the plate. 

Some difficulties were experienced with the spatial variability 
of measured turbulence levels. This has been especially the case 
in regions of varying free-stream velocity where there are known 
to be strong nonistropic influences on the components of tur
bulent fluctuation. Accordingly a separate test was commis
sioned in which the turbulence level was measured at a distance 
of 20 mm upstream of the plate leading edge for each of the 
grid configurations tested. The results of this test are given in 
Table 1 and are considered to be representative. The observed 
turbulence levels are compared with levels predicted by Eq. 
(3); the discrepancies are considered to result from the tur
bulence grids having cylindrical, rather than square-edged, bars 
and from the effects of pressure gradient on isotropy. The 
observed upstream turbulence levels have been adopted as ref
erence values for correlating the results of the various grids. 

Results 

Intermittency Distributions. Figure 3 presents intermit-

Table 1 
tions 

Representative turbulence levels for different grid configura-

Grid 

0 
1 
2 
3 • 

.5 
4 

m 
mm 

-
18.6 
36.1 
68.1 
87.6 

122.6 

b 
mm 

-
3.2 
6.4 

.12.7 
19.1 
25.4 

s/b 

_ 
371.1 
185.8 
92.9 
61.9 
46.5 

Pred. 
q % 

_ 
1.6 
2.7 
4.4 
5.9 
7.2 

Obs. 
q% 

0.3 
1.2 
2.1 
3.1 
3.9 
5.4 

tency distributions from all six turbulence levels. A consistent 
representation of the transition region was obtained by adopt
ing the Narasimha procedure for determining inception. In
termittency data were plotted on the basis of F(y) as a function 
of ri, where F(y) is given by 

F ( 7 ) = [ - l n ( l - T ) ] 1 / 2 . (4) 

A best straight line fit was established on the plot of F(y) 
against ij between the intermittency levels of 25 and 75 percent. 
The intercept of this line with the y = 0 axis gave a value of 
i)„ the effective start of transition under the Narasimha pro
cedure. 

This procedure also provided characteristic length scales for 
transition, X. As can be seen from Fig. 3, incorporation of the 
values of -q, and X obtained from the F(y) curves into a new 
dimensionless distance, £, resulted in distributions giving good 
agreement with the universal intermittency distribution of Nar
asimha, 

7 = l - e x p ( - 0 . 4 1 2 £ 2 ) (5) 

which is also plotted as a solid line. That this applies to the 
entire range of turbulence levels between 0.3 and 5.4 percent, 
over a wide range of pressure gradients, is demonstrated in 
Fig. 3. 

The effective transition inception location, t, was used to 
define the pressure gradient parameter at transition inception, 
Xd/, which is the independent variable used to represent the 
strength of the adverse pressure gradient. Transition comple
tion, e, was represented by the 99 percent intermittency value. 

Table 2 lists the values of pressure gradient parameter at 
transition inception, \ 8 , corresponding to the designated pres
sure gradients DP0-DP9 for all six turbulence levels tested. 

Testing without a grid present was less comprehensive than 
with turbulence grids in place, fewer intermittency values being 
established, and this is reflected in the relatively sparse data 
set at the 0.3 percent turbulence level. In the Grid 4 tests 
measurement difficulties were experienced for the higher in
termittency levels of the DPO and DPI tests; these resulted in 
the highest recorded intermittency levels being a little lower 
than the usual 99 percent completion value. This affected the 
quality of results for transition completion for these two cases. 

If no pressure gradient is present the F(y) plot may be ex
pected to be approximately linear. Narasimha (1985), however, 
has shown that when a pressure gradient is applied the F(y) 
plot may experience a sudden change in slope from a subcritical 
level to a supercritical level at a "subtransition" point. The 
subtransition can have the effect of providing an ambiguous 
and erroneous transition inception location if this is based.on 
a 1 percent intermittency definition. 

Subtransition behavior is significantly influenced by both 
free-stream turbulence and streamwise pressure gradient. Ob
servations suggest a steady increase in the length of the sub-
transition region of low intermittency flow upstream of x, as 
the turbulence level is increased. Increasing the adverse pres
sure gradient has a similar effect and subtransition effects are 
particularly evident for a combination of high turbulence levels 
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Fig. 3 Intermittency data for the six turbulence levels compared with Narasimha's universal intermittency distribution 

Table 2 Values of pressure gradient parameter, A,v for each nominal 
trubulence level and for designated pressure gradient settings DP0-DP9 

Grid 

q % 

DPO 
DPI 
DP2 
DP3 
DP4 
DP5 
DP6 
DP7 
DP8 
DP9 
DP05 

0 

0.3 

-0.005 
-0.012 
-0.024 
-0.034 
-0.043 
-0.055 
-0.069 
-0.079 

-
-
-

1 

1.2 

-0.000 
-0.022 
-0.033 
-0.035 
-0.043 
-0.067 
-0.061 
-0.068 
-0.064 

-
-0.017 

2 

2.1 

-0.000 
-

-0.012 
-0.013 
-0.020 
-0.055 
-0.071 

-
-
-
-

3 

3.1 

-0.000 
-0.012 
-0.021 
-0.020 
-0.024 
-0.028 
-0.041 
-0.075 
-0.083 

-
-

5 

' 3.9 

-0.002 
-0.005 
-0.009 
-0.016 
-0.022 
-0.028 
-0.030 
-0.040 
-0.044 
-0.048 

-

4 

5.4 

-0.003 
-0.011 
-0.019 
-0.030 
-0.031 
-0.046 
-0.047 
-0.052 
-0.050 
-0.063 

-

and adverse pressure gradients. These difficulties are avoided 
if the procedure is adopted of extrapolating the F(y) line back 
from 25 percent intermittency since this avoids the subcritical 
region entirely. 

By adopting ySt to define inception the previously ambiguous 
Grid 5 results were rendered single valued; this also extended 
the available range of pressure gradient parameter (Gostelow, 
1989). 

Figure 4 demonstrates that this behavior is even more pro
nounced for the Grid 4 results. If transition inception is as
sumed to occur at 1 percent intermittency a double-valued 
inception curve is obtained with A,? limited to -0.025. Using 
the "t" basis removes this problem giving access to a complete 
range of values. Data based on the alternative definitions are 
compared in Fig. 4. The superimposed curve is the 5.4 percent 
turbulence level prediction from the Abu-Ghannam and Shaw 
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100 
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Fig. 4 Reynolds number based on momentum thickness as a function 
of pressure gradient parameter, at transition inception locations "s" and 
"I," for 5.4 percent turbulence level 

(1980) correlation, which is in reasonable agreement with the 
Re,jr values. 

Intermittency traverses were carried out across the boundary 
layer for the extremes of 0.3 and 5.4 percent free-stream tur
bulence level; the results were presented by Gostelow and 
Walker (1991). An intermittency plateau, observed at y/S be
tween 0.15 and 0.25, is a consistent feature of the traverses 
and corresponds with the most active region of the turbulent 
spots. Another significant feature is that under high free-stream 
turbulence levels the intermittency continues to rise out to the 
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Fig. 5 Dimensionless velocity profiles for the six turbulence levels under zero, moderate, and strong adverse pressure gradients 

edge of the boundary layer. The difference in behavior between 
the two sets of results is especially marked at low mtermittencies 
and the effect contributes substantially to the subtransition. 

The intermittency was measured at a distance from the sur
face for which the local velocity was 80 percent of the 
free-stream velocity. For the early stages of transition this 
corresponded to a y/8 range of 0.4 to 0.6. This represented 
free-stream turbulence effects well but made the readings sus

ceptible to subtransition effects. For the later stages of tran
sition y/b was between 0.1 and 0.25 corresponding to the 
intermittency plateau region and therefore representing well 
the development of turbulent spots. 

Velocity Profiles. Following boundary layer traverses 
throughout the transition region, velocity profiles were ob
tained and presented in the dimensionless form of plots of u+ 
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Fig. 6 Momentum thickness development through transition for 3.1 
percent turbulence level 

against y+ in Fig. 5. The results are given for each of the six 
turbulence levels. Although results are available for all pressure 
gradients tested, they are represented in this paper by the zero, 
moderate, and strong adverse pressure gradients listed. Trav
erses were taken for at least eight intermittency readings for 
all testing with grids present. For clarity velocity profiles are 
presented for low, moderate, and high intermittencies only, 
other than for two sample cases for which eight traverses are 
given. 

Different methods were adopted for deriving the laminar 
and turbulent values of skin friction coefficient. The value at 
transition inception was determined by linear extrapolation of 
readings closest to the wall on the basis of u+ = y+. 

The value at transition completion was obtained using the 
power law formulation 

Tw/p = 0.0464(v/U8)W4U2/2. (6) 

Skin friction values at intermediate intermittencies were ob
tained using the Emmons (1951) superposition formulations 
of 

C/= (1 - 7)Cfiam + 7C/lurb ( 7 ) 

and 

U*2 = (1 - y)u*2
m + Y«t*u

2rb- (8) 

Values of uiam and ut
2
Tb were evaluated for each set of trav

erses and combined in Eq. (8) to give a local value of u*\ this 
was then used to produce the dimensionless velocity profiles. 

The shape of the dimensionless velocity profile is a sensitive 
indicator of the state of transition. For 1 percent intermittency 
and low turbulence levels the profiles lie close to the laminar 
viscous flow asymptote, u+ =y+. 

Although the F(y) procedure provides a consistent basis for 
defining the physical extent of transition there remain, under 
high turbulence levels and at low intermittencies, significant 
deviations from the usual laminar profiles. 

Free-stream turbulence has a strong effect on the laminar 
layer; results show a consistent trend toward lower values of 
u+ in the outer region of the boundary layer as q is increased. 
This may result from an increase in wall shear stress throughout 
the layer associated with the higher levels of free-stream tur
bulence. The entire velocity profile is affected and hence both? 
the form factor and skin friction. 

For 99 percent intermittency the profiles follow the law of 
the wall asymptote 

u+ = 2.439 In y++ 5.0 • (9) 

quite well in the turbulent layer region y+ >30. The obvious 
exception is the wake region in the outer part of the layer. 

The velocity profiles at transition completion show a more 
extensive region of wall similarity as turbulence level is in
creased. These observations are consistent with the reduced 
lag in adjustment of form factor, H, during transition under 
high free-strearri turbulence conditions. The influence of pres
sure gradient on these velocity profiles is only slight. Strong 
adverse pressure gradients, which would tend to produce lam
inar separation at transition inception, are relatively mild for 
the ensuing turbulent layer. 

The most significant effect of pressure gradient is to cause 
an increasing undershoot of the turbulent wall layer asymptote 
in the intermediate part of the layer as the pressure gradient 
becomes more adverse. This is thought to be associated with 
a rapid increase in shear stress achieved by the low inertia fluid 
at the wall and a slower adjustment of velocity profile farther 
out, causing reductions in the level of dimensionless velocity. 
Errors in evaluating the transitional skin friction values using 
Eq. (7) could be an additional factor. 

Variation of Integral Parameters. The determination of 
similarity of intermittency distributions, on the basis of the 
Narasimha universal distribution, for all levels of adverse pres
sure gradient and free-stream turbulence has resulted in a con
sistent definition of transition inception. On this basis it was 
possible to investigate the variation of other properties through 
the transition region. All velocity traverses were integrated to 
give information on the variation of integral parameters 
through transition. 

Abu-Ghannam and Shaw (1980) investigated the variation 
through the transition region of the momentum thickness ratio 

d'=(8-es)/(de-6s). (10) 

The curve fitted to the data presented in that paper was 

0'=i,'-35. (11) 

Similar evaluations were performed for the test data but 
replacing "s" by "t" as an inception criterion and plotting 
against £. The nature of the results was similar across the 
turbulence level range and those for Grid 3 are given in Fig. 
6 as an example. The data were represented quite well by Eq. 
(11), in which rj has been replaced by g/3.36. Departures from 
the trend tended to be random rather than systematic and the 
scatter was of the same order as that of Abu-Ghannam and 
Shaw despite coverage of a wider range of pressure gradients 
and turbulence levels. This probably reflects the relatively con
sistent definition of inception and completion obtained by 
using the F(y) procedure for defining the extent of transition. 
It is concluded that no strong departure from similarity is 
revealed in momentum thickness data. The situation is dif
ferent, however, with regard to form factor. 

Variations of form factor were plotted in order to establish 
whether similarity in H was obtained through the transition 
region. The resulting streamwise distributions exhibited scatter 
and, in some cases, a pronounced lag effect. The scatter was 
due to the differing influences of preceding pressure gradient, 
turbulence level and Reynolds number. The data were therefore 
normalized to present H' = (H-He)/(H,-He). This elimi
nates differences in starting conditions and in the fall in H 
through transition and allows the similarity of the form factor 
distributions between transition inception and completion to 
be examined. The resulting distributions are presented in Fig. 
7 for testing with no grid present and with Grid 5 installed. 
The results for the DP3 and DP6 conditions without a grid 
present are corrected versions of the data given by Gostelow 
and Walker (1991). 
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Fig. 7 Streamwise variation of normalized form factor for 0.3 and 3.9 
percent turbulence levels 

Under zero pressure gradient conditions transition occurs 
sufficiently gradually that, for low free-stream turbulence lev
els, local equilibrium of the velocity profile is reached upon 
transition completion. This is not the case under adverse pres
sure gradients where transition occurs relatively rapidly and 
H is not able to reach the equilibrium value prior to transition 
completion. With respect to the transition process there is, 
therefore, an effective lag in H, which is a strong function of 
pressure gradient and turbulence level. This emphasizes and 
reflects the inherently dynamic and nonlinear nature of the 
transition process. 

The results for 0.3 percent turbulence level in Fig. 7 show 
that, under a strong adverse pressure gradient, H continues to 
fall after transition completion. The streamwise distance re
quired for the velocity profile to stabilize is more than double 
the transition length. It is considered that this increased lag 
effect results from the transition length, under strong adverse 
pressure gradients, becoming comparable with the distance of 
255 needed for the velocity profile to re-adjust from a laminar 
to a turbulent state. This criterion was established from work 

on turbulent spots under the same turbulence level of 0.3 per
cent (Gostelow et al., 1992). For weak adverse pressure gra
dients, however, the transition length is typically an order of 
magnitude greater and the distance needed to achieve local 
equilibrium is not a consideration. 

The results from testing at 3.9 percent turbulence level in 
Fig. 7 also exhibit lag effects. Because the turbulence level is 
higher the transition region in this case extends for more than 
25 absolute thicknesses. The lag effects are therefore seen as 
a delay in the adjustment of H within the transition region 
under strong adverse pressure gradients. 

The form factor has only reached its minimum value by 
transition completion for low adverse pressure gradients. There 
is a systematic trend for dH/dx to become increasingly negative 
at transition completion as the pressure gradient becomes more 
adverse. This effect becomes more pronounced as the free-
stream turbulence level is reduced. 

Another reason for increased lag effects in strong adverse 
pressure gradient boundary layers is the greater change in form 
factor through the transition region in this case. This arises 
because the laminar boundary layer form factor prior to tran
sition increases much more rapidly than that of the ensuing 
turbulent layer as the pressure gradient becomes stronger. The 
reduced lag effects for high free-stream turbulence conditions 
can be partly explained by the associated lower values of H 
prior to transition reducing the change in / / to be effected over 
the transition region; another factor could be the possible 
modification of turbulent mixing in the boundary layer as a 
result of disturbances in the free stream. 

Two commonly used relationships that describe the variation 
of form factor through transition have been superimposed on 
Fig. 7 to permit a comparison with the normalized form factor 
variation observed in the present investigation. The relation
ship of Dhawan and Narasimha (1958) is 

//'=exp(-0.412£2) (12) 
whereas Abu-Ghannam and Shaw (1980) proposed the relation 

if' = l-sin(7rr//2); (13) 
where i? = J/3.36. 

Equation (12) gives a better representation of the data in 
the early stages of transition whereas toward transition com
pletion the two equations are in close agreement. In general, 
results from zero pressure gradient testing are best represented 
by Eq. (13); data taken under a mild adverse pressure gradient 
are best represented by Eq. (12) and data taken under strong 
adverse pressure gradients, where lag effects are important, 
are not well represented by either equation. There is scope for 
a new relationship, which would be a function of pressure 
gradient and would permit variations in dH/dx at transition 
inception and completion. 

Use of the normalized plot of H' through transition sig
nificantly reduces the spread noted previously in connection 
with the raw distributions of shape factor. A single universal 
curve giving the variation of H' with £ cannot be expected 
because of the subtransition effects on the preceding laminar 
layer and the lag effects on the developing turbulent layer. 

Nevertheless the lag effects have implications for both future 
experimentation and for code development. Experimentalists 
have often used the variation in H as a guide to transition 
length. This practice will inevitably result in erratic predictions 
and is not recommended. Integral codes have assumed local 
equilibrium of the velocity profile and this assumption has 
been shown to be incorrect. Boundary layer codes need to be 
improved to take into account the transition mode and its 
varying speed of development, especially in regions of rapid 
changes in pressure gradient. 

Correlations for Transition Length 
In this section the results are first presented in the basic form 
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of Reynolds number at transition inception and completion. 
Transition length is then evaluated for all of the results and 
presented in correlations of three different transition length 
parameters. 

Reynolds Numbers at Inception and Completion. Figure 
8 presents Rex at transition inception and completion as a 
function of \6l. Corresponding information for Rê  is presented 
in Fig. 9. 

Transition inception occurs at a higher Reynolds number 
under zero pressure gradient conditions, the value falling and 
then tending to a constant level under strong adverse pressure 
gradients. For the end of transition, however, the correspond
ing values fall much more rapidly with increasing adverse pres
sure gradient. Transition length under a strong adverse pressure 
gradient is an order of magnitude shorter than in the absence 
of a pressure gradient. 

Under conditions of high free-stream turbulence level the 
transition inception Reynolds number is essentially independ
ent of pressure gradient. This is not the case for lower tur
bulence levels where transition inception occurs much sooner 
under an adverse pressure gradient than under a zero pressure 
gradient. 

Reynolds numbers for transition completion, whether based 
on streamwise distance or boundary layer thickness, exhibit a 
significant decrease with increasing adverse pressure gradient 
under all turbulence levels. This behavior is in accordance with 
the Walker model and is quantified in the correlations for 
transition length to be provided. 

The transition inception and completion data of Figs. 8 and 
9 seem to be anomalous. Under zero pressure gradient con

ditions the Reynolds numbers for transition inception and com
pletion vary monotonically with turbulence level. Under adverse 
pressure gradients, however, the variation is less consistent. 
Figures 8 and 9 show that under strong adverse pressure gra
dients transition inception and completion both occur earlier 
for the 0.3 percent turbulence level than for the 1.2 percent 
level. At higher turbulence levels than 1.2 percent the inception 
and completion Reynolds numbers drop consistently with in
creasing turbulence level. 

Two systematic differences could have a bearing on this 
discrepancy. The working section ahead of the plate is 600 mm 
shorter with no grid present and this could influence the flow 
in various ways, including the thickness of the side-wall bound
ary layers. The 0.3 percent turbulence level range is also thought 
to be equivalent to typical tunnel acoustic and vibration effects 
and this tunnel is by no means "clean," especially at low 
frequencies. 

It was suspected that experimental error could cause such a 
discrepancy and accordingly repeat sets of readings were taken 
for both turbulence levels. These essentially confirmed the 
previous readings, although under strong adverse pressure gra
dients' at low turbulence levels, different intermittency readings 
caused a slight upward revision of the Reynolds number for 
transition completion. As a result of this process the data 
presented in Figs. 8 and 9 are believed to be essentially correct. 

Predictions of transition inception Reynolds numbers are 
available from other authors. No attempts has been made to 
produce a transition inception correlation from the present 
data but at turbulence levels above 2 percent the data are in 
good agreement with the correlation of Abu-Ghannam and 
Shaw (1980). At lower turbulence levels the agreement is poor, 
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transition in these experiments occurring much earlier than 
predicted by the Abu-Ghannam and Shaw correlation. 

Considerable subsequent work has been performed at the 
0.3 percent turbulence level especially with regard to the mode 
of transition and the nature of the turbulent spots. Under 
higher turbulence levels it is quite clear that transition occurs 
through a bypass mechanism, as discussed by Morkovin (1991), 
the triggering influence being that of free-stream turbulence. 
For a turbulence level of 0.3 percent a plurality of mechanisms 
exists. 

The changes in the physics of transition as the adverse pres
sure gradient is increased have been discussed by Walker and 
Gostelow (1989). Under a zero pressure gradient, breakdown 
occurs in sets, the behavior being quite random (Gostelow, 
1991). Under an adverse pressure gradient the amplification 
of Tollmien-Schlichting waves is a dominant feature of the 
flow, the wave amplitude and frequency being comparable with 
those of the ensuing turbulent spots. This is a mechanism that 
does not predominate under other conditions. Such a transition 
is observed to begin and end at a lower Reynolds number than 
would be expected for bypass transition. This is because the 

amplification of subharmonics is a common precursor to the 
establishment of turbulent spots. 

A tendency to subharmonic behavior under adverse pressure 
gradients was noted by Walker and Gostelow. Research on 
clean wind tunnels often results in a very rapid transition by 
amplification and "filling in" of subharmonic modes rather 
than by the occurrence of spots. The most usual mode is the 
progressive increase in the amplitude of subharmonics and 
transition occurring principally by a downward cascading of 
the spectrum below the Tollmien-Schlichting frequency. Such 
behavior has been observed in the present investigations under 
strong adverse pressure gradients and at a turbulence level of 
0.3 percent; it appears that this condition is on the boundary 
between the spot scenario and the subharmonic scenario. Which 
of these occurs may depend on several factors including the 
Reynolds number. Subharmonic transition may present itself 
as a competing scenario, which results in earlier inception and 
completion than the spot mechanism and this is thought to be 
the most likely explanation of the anomalies at low turbulence 
levels. 

Length as a Function of Boundary Layer Thickness. In 
considering the variation of shape factor through transition it 
was found that, under conditions of adverse pressure gradient 
and low turbulence level, transition occurred sufficiently rap
idly that the velocity profile was unable to regain equilibrium. 

Indications from experiments on turbulent spots (Gostelow 
et al., 1992) have suggested that a stream wise distance of about 
25 absolute thicknesses is required for the change from a lam
inar velocity profile to a turbulent velocity profile to become 
established. This criterion provides a useful basis for evaluating 
such dynamic effects and accordingly the distance between 
transition inception and completion has been normalized by 
the absolute thickness at transition inception in Fig. 10. The 
results have been plotted on both a logarithmic and a linear 
basis. The linear plot demonstrates that the effect of pressure 
gradient is strong and that there is a weaker effect of free-
stream turbulence, within the range tested. It also shows that 
all results from strong adverse pressure gradients, at free-stream 
turbulence levels below 2 percent, have a transition length of 
less than 255 and are therefore likely to be influenced by lag 
effects. The linear plot also provides an alternative (and pos
sibly more accessible) approach to that of the Walker model, 
avoiding the need for evaluating the theoretical minimum tran
sition length. It should, however, be noted that there exists 
little physical justification for a correlation based simply on 
inception boundary layer thicknesses. 

The logarithmic plot provides a viable basis for a correlation. 
The representation for each turbulence level on the logarithmic 
plot is reasonably well approximated by a straight line, al
though there is, understandably, some scatter. The results for 
the extreme turbulence levels of 0.3 and 5.4 percent have been 
represented by fitting a straight line in the logarithmic plot. 
The linear fits were then used to derive exponential expressions 
for the variation of (xe - x,)/Sh which have been added to the 
linear plot for that expression. The derived equation is 

(xe-x,)/5,= 139.143exp(- 1.523Xfl, In (q) 

+ 26.278\<,r + 0.169 1n(<2r)). (14) 

Length as a Function of Predicted Minimum Length. The 
transition length predicted by Eq. (1) for a strong adverse 
pressure gradient is considerably shorter than that for a zero 
pressure gradient. Experimental investigations over a wide 
range of pressure gradients and turbulence levels have sug
gested that the change from the long transition lengths of zero 
pressure gradient flows to the short transition lengths under 
adverse pressure gradients is rapid at first, the zero pressure 
gradient case being sensitive to the imposition of even mild 
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diffusion. The adjustments to the rather different physics un
der diffusing conditions are progressive and under strong ad
verse pressure gradients the new physical regime, in which the 
strong amplification of Tollmien-Schlichting waves predom
inates, is firmly established. Accordingly it is reasonable to 
expect an exponential truncation in transition length between 
the zero pressure gradient and the strong adverse levels. 

The minimum transition length predicted by the Walker 
model has been evaluated for the present data set and then 
used to normalize the measured transition length. The results 
for all six turbulence levels are presented in Fig. 11. These are 
given on both a logarithmic and a linear basis. 

By fitting the data sets for the two extreme turbulence levels 
with a best straight line on the logarithmic plot and interpo
lating a reasonable fit for the data is obtained. The curve fitting 
and interpolation procedures have resulted in a correlation for 
LT/LTmin in the form of exponential variations of this param
eter with pressure gradient and turbulence level. The corre
lation is 

LT/LTmin = 9.412 exp(-3.121\, t lnfor) 
+ 33.692A„t + 0.248 ln(g)). (15) 

Ln(N) 

D D D D D Schubauer & Skramsted 
0 0 0 0 0 Schubauer & Klebanoff 
" » » » Present work 

— — Equation (17) 

d* 

_j i ' i i 111 -J 1 I M i l l . 

0.01 0.1 10 

Fig. 12 Spot formation rate parameter as a function of turbulence level 
for zero pressure gradient 

While there is an exponential dependence of transition length, 
as normalized by predicted minimum transition length, on the 
levels of both adverse pressure gradient and free-stream tur
bulence, the dependence on pressure gradient is much the 
strongest. 

In passing it may be observed that the data set for 0.3 percent 
turbulence level is identical with that presented by Walker and 
Gostelow (1989). A difference expression was presented for 
the correlation in that paper, based on the results of that data 
set alone. When presented in the context of all six turbulence 
levels, a simple exponential fit for each data set seems justi
fiable and such an approach has been adopted in this paper. 

Spot Formation Rate. The nondimensional spot formation 
rate parameter N, as defined by Narasimha (1985), has been 
obtained for all conditions tested. Values of TV were evaluated 
using the relation 

N= 0.412 Rel/Re? (16) 

which is derived from the defined relationship for N in con
junction with Narasimha's universal intermittency distribu
tion. 

Data for the variation of N with free-stream turbulence level 
under zero pressure gradient conditions, originally compiled 
by Narasimha and Dey (1984), are presented on a logarithmic 
basis in Fig. 12. The data of Abu-Ghannam and Shaw (1980), 
for which the zero pressure gradient condition was not clearly 
identified, are omitted. Data from the current investigation 
are superimposed as solid symbols. The points at 0.3, 3.9, and 
5.4 percent turbulence levels are extrapolated slightly from data 
taken over a range of pressure gradients since no readings 
corresponded precisely with zero pressure gradient in those 
cases. The data show that in the absence of a streamwise 
pressure gradient the spot formation rate parameter decreases 
monotonically with increasing free-stream turbulence. The 
value of Nrecorded agrees with the level of 0.7 x 10~3, quoted 
by Narasimha (1985), at a turbulence level, q, of 1.44 percent 
an reaches asymptotically a level of somewhat less than half 
of that value. In view of the paucity of confirming data this 
degree of agreement is considered to be reasonable. 

The new data are represented well by the equation 

iV=0.86xlO-3exp(-0.564 1n(<5r)) (17) 
and this is superimposed as a dashed line in Fig. 12. 

The correlation line is also close to the Schubauer and Kle
banoff (1955) result, thereby covering a turbulence level range 
of over two decades. Equation (17) indicates a higher spot 
formation rate than the data of Schubauer and Skramstad 
(1948), thus emphasizing their observation that acoustical and 
other disturbances are at least as influential as low turbulence 
levels. 

402/Vol . 116, JULY 1994 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ln(N) 

- 3 

v q = 0 . 3 « 

9 a \ o 8 • \ 

sq=5A% 
^ a \ 

• X 

o o o o o 0.3 
• e e a i "| 2 
D D O O D 2.1 
i i B a i 3 .1 
A AAA A 3 . 9 
A A A A A 5 . 4 

X " 

\ a 
a -O 

i * 

X 

\ 
A 9 \ 

* X 

X D 
* X A 

A 

A A * 

- 0 . 1 0 -0 .06 -0.04 , - 0 . 02 -0 .00 
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In order to provide designers with a more reliable basis for 
representation of the transition zone in boundary layer pre
dictions, the results of the investigation are summarized in a 
correlation of the experimental data under adverse pressure 
gradients. 

The demonstrated exponential variation of spot rate with 
turbulence level and pressure gradient makes it possible to 
relate these parameters in a family of curves. The complete 
data set is presented in Fig. 13 on a logarithmic basis with an 
indication of the trend and limits of the derived correlation. 
Although there is some scatter and the data fit is relatively 
loose, in general the data are adequately represented for cor
relation purposes. 

It is clear from Fig. 13 that any significant departure from 
zero pressure gradient conditions causes a rapid increase in 
nondimensional spot formation rate. As the laminar separation 
limit is approached, the value of A^has increased by two orders 
of magnitude. Clearly there is a direct connection (the inverse 
square law relationship of Eq. (16)) between the increased spot 
formation rate and the reduction in transition length indicated 
in Figs. 10 and 11, as the pressure gradient changes from zero 
to moderate adverse values. 

The equation derived is 

N=0.S6x 10-3exp(2.134Xe/ln(g) 

-59.23X,,,- 0.564 \n(g). (18) 

The transition length for zero and mild adverse pressure 
gradients has been shown to be much longer than that for the 
more severe pressure gradients often encountered in turbo-
machines. Although no attempt has been made to extract from 
the data an explanation for this behavior, some clues are readily 
forthcoming. The high spot formation rates, for example, and 
the correspondingly reduced transition lengths, are entirely 
consistent with the prediction of Walker (1987) that length 
correlations developed for constant pressure flows would se
riously overestimate the length under an adverse pressure gra
dient. 

Walker attributed this discrepancy to the tendency for nat
ural transition in a zero pressure gradient to evolve from the 
breakdown of instability waves in " sets " and argued that under 
adverse pressure gradients transition tended to be a forced 
process with a continuous breakdown of instability waves into 
turbulence and hence a much shorter transition zone. 

This explanation is fundamental for axial flow compressors. 
Were the transition length not considerably shorter than in
dicated by flat plate correlations, the boundary layer would 
be transitional over most of the blade surface. The blade would 
be quite incapable of sustaining the required aerodynamic load
ings. The strong increases in spot formation rate as laminar 
separation is approached are also thought to be a determinant 
of the bubble mode of separation. If these increases in spot 
formation rate did not occur, any laminar separation would 
result in the more severe mode of complete breakaway from 
the surface.-

It is important to be able to model the local spot formation 
rate and to treat this as a variable throughout the transition 
region. The most promising approach is the identification of 
an appropriate representation of the spot formation rate for 
incorporation locally into boundary layer prediction codes. 

Conclusions 
Measurements of boundary layer transition have covered six 

different turbulence levels and a wide range of adverse pressure 
gradients. The development of an on-line intermittency meter 
was an essential feature of the reported program in which 
extensive intermittency and velocity profile data were gener
ated. Use of the Narasimha procedure for determining tran
sition inception revealed strong similarity in the observed 
streamwise variation of intermittency for all conditions. 

Effects of free-stream turbulence on the velocity profiles in 
the early stages of transition were particularly strong. Under 
high levels of free-stream turbulence and adverse pressure gra
dient the data had exhibited a pronounced subtransition. In 
this situation the entire velocity profile appears to be affected; 
the influence of free-stream turbulence on laminar boundary 
layers is a matter that needs further attention. 

Under the adverse pressure gradients typical of axial flow 
compressors transition occurs much more rapidly than had 
been appreciated. Whereas the momentum thickness obeys the 
distribution through transition presented by Abu-Ghannam 
and Shaw, lag effects on the velocity profile are strong. The 
velocity profile responds sufficiently slowly to the perturbation 
imposed by transition that, in the short transition regions pre
vailing, much of the expected reduction in form factor has not 
occurred prior to the end of transition. 

This raises questions about the use of form factor as an 
indicator of the extent of transition in experimental work. For 
boundary layer calculations of the integral type a lag formu
lation appears to be necessary; the incorporation of the Nar
asimha intermittency distribution is a logical starting point 
since it provides a universal basis for describing the transition 
process. 

In the absence of an imposed pressure gradient the transition 
region is long, in keeping with established results from flat 
plate testing. Any departure into the adverse region results in 
a strong reduction in transition length. For quite a modest 
adverse pressure gradient the transition length becomes se
verely reduced. 

Associated with the shortening of transition is a dramatic 
increase in turbulent spot formation rate. This is consistent 
with Walker's model, in which transition in the absence of a 
streamwise pressure gradient occurs in sets of instability waves 
interspersed with periods of stable laminar flow. In contrast, 
transition under an adverse pressure gradient is a forced tran
sition with a continuous breakdown of individual waves. The 
observed strong reduction in transition length under adverse 
pressure gradients, with the associated rapid increase in tur
bulence spot formation rate, is fundamental for the loading 
capability of the axial flow compressor and also an important 
prerequisite for laminar separation bubble formation. 

Data for spot formation rates under conditions of zero pres
sure gradient have been compared with the compilation of 
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Narasimha and Dey. The trend and levels recorded are in 
reasonable agreement with existing data. As adverse pressure 
gradients are applied the spot formation rate increases rapidly 
in accordance with the differences in the physics of the tran
sition process under those conditions. 

It has been possible to obtain a reasonable fit to the transition 
length data, resulting in serviceable correlations for its vari
ations as a function of both turbulence level and adverse pres
sure gradient. This was achieved for transition length, as 
normalized by inception boundary layer thickness, for pre
dicted minimum transition length, and also for spot formation 
rate. 
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Fluid Mechanics and Heat 
Transfer Measurements in 
Transitional Boundary Layers 
Conditionally Sampled on 
Intermittency 
An experimental investigation of transition on a flat-plate boundary layer was per
formed. Mean and turbulence quantities, including turbulent heat flux, were sampled 
according to the intermittency function. Such sampling allows segregation of the 
signal into two types of behavior—laminarlike and turbulentlike. Results show that 
during transition these two types of behavior cannot be thought of as separate 
Blasius and fully turbulent profiles, respectively. Thus, simple transition models in 
which the desired quantity is assumed to be an average, weighted on intermittency, 
of the laminar and fully turbulent values may not be entirely successful. Deviation 
of the flow identified as laminarlike from theoretical laminar behavior is due to a 
slow recovery after the passage of a turbulent spot, while deviation of the flow 
identified as turbulentlike from fully turbulent characteristics is possibly due to an 
incomplete establishment of the fully turbulent power spectral distribution. Meas
urements were taken for two levels of free-stream disturbance—0.32 and 1.79 per
cent. Turbulent Prandtl numbers for the transitional flow, computed from measured 
shear stress, turbulent heat flux, and mean velocity and temperature profiles, were 
less than unity. 

Introduction 
Despite the attention of many investigators, an understand

ing of boundary layer transition remains elusive. The sensitivity 
of transition to many factors (free-stream acceleration, the 
level of free-stream disturbance and its characteristics, surface 
roughness, surface curvature, surface heating, wall suction, 
compressibility, and unsteadiness, to name a few) makes pre
diction of transition in complex machines such as gas turbines 
difficult. Direct numerical simulation, though quite useful 
where applied, has thus far been restricted to a few, simple 
geometry cases. The transition process is sufficiently complex 
that experimental observations must first be made under con
ditions where only a few effects are allowed. Later, as under
standing builds, more effects can be added and more realistic 
geometries can be investigated. The following discusses results 
from a program that has been underway at the University of 
Minnesota in which measurements are made to support a fun
damental understanding of transition. 

The program began with a study of the effects of free-stream 
disturbance level (Wang et al., 1985) and streamwise convex-
curvature (Wang and Simon, 1987). The purpose of the present 

Contributed by the International Gas Turbine Institute for publication in the 
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September 1993. Associate Technical Editor: T. H. Okiishi. 

portion of the program is to document flat-plate transitional 
boundary layer flow further by applying some new measure
ment capabilities. The present experiments provide further evi
dence of the effect of free-stream turbulence, lending support 
for the testing and development of transition prediction models. 
Specifically, these results allow one to test the applicability of 
intermittency-based transition models, the first of which was 
proposed by Dhawan and Narasimha (1958), in which a Blas-
ius-type flow for the laminar portion and a fully turbulent 
flow for the turbulent portion were employed. Although many 
researchers have studied flat-plate transition (see Wang and 
Simon, 1987, for a review), only a few have used conditional 
sampling on intermittency to look at the laminar and turbulent 
portions of the transitional boundary layer separately. No re
searchers, to the authors' knowledge, have directly done so 
with turbulent heat flux and turbulent Prandtl number meas
urements. 

In the tests, a boundary layer was allowed to undergo tran
sition naturally, becoming a fully turbulent boundary layer by 
the end of the test section. The effects of two levels of free-
stream disturbance (0.32 and 1.79 percent) were investigated. 
The measurements included local Stanton number, intermit
tency, turbulent heat flux (v't'), turbulent shear stress (u'v'), 
and profiles of velocity and temperature. Turbulent Prandtl 
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Fig. 1 Schematic of test facility 

number profiles were computed from the last four quantities. 
A special circuit was employed for generating an analog in
terim ttency function from a hot-wire signal. 

Test Facility Description and Qualification 
The experiment was conducted in an open-circuit, blown-

type wind tunnel. Details of this tunnel are described by Wang 
and Simon (1987) (Fig. 1). The test channel was rectangular, 
68 cm wide, 11.4 cm deep, and 137 cm long. Higher free-
stream turbulence levels were obtained by inserting a coarse 
grid constructed of 2.5 cm wide by 0.32 cm thick aluminum 
strips in a square array of 10 cm center-to-center distance at 
the entrance of the nozzle. 

Mean velocity measurements within the potential core at the 
nozzle exit showed a peak-to-peak variation of 0.2 percent 

about a nominal velocity of 27 m/s. The free-stream turbulence 
intensity values at the nozzle exit were measured using a cross-
wire probe oriented with the stem first in the v direction, then 
in the z direction. This allowed measurement of the three 
velocity components. Values of turbulence intensity were 1.79 
and 0.32 percent with and without the turbulence generating 
grid, respectively. Details of the turbulence data taken with 
the grid in place will be presented in the results section. Meas
urements of mean temperature within the flow exiting the 
nozzle showed a peak-to-peak variation of 0.2°C. The outer 
wall was adjusted such that the static pressure coefficient, Cpn 
was zero, within 1.5 percent, along the test wall for each case. 

The test wall was heated with a uniform heat flux (within 
1 percent) over the test surface, as measured by Wang (1984). 
Except for small unheated starting length effects (the unheated 

cf = 
cP = 
c = 
^pr 

H = 
Re = 
Q = 
St = 

t = 
u = 

skin friction coefficient 
specific heat 
static pressure coefficient = 
(P-Pret)/(0.5pul) 
shape factor 
Reynolds number 
wall heat flux 
Stanton number 
temperature 
streamwise velocity 

v = cross-stream velocity 
w = cross-span velocity 
x = streamwise distance 
y = cross-stream distance 
7 = intermittency 
p = density 

Superscripts 
+ = wall coordinates 

= rms value or fluctuation, de
pending on context 

= time-averaged quantity 

Subscripts 
max = maximum value of the profile 

w = wall value 
00 = free-stream value 
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starting length was —1.5 cm), Stanton numbers for the laminar 
boundary layer were in excellent agreement with the accepted 
correlation (for constant wall heat flux in terms of Rex, Kays 
and Crawford, 1980). A slight dip in Stanton number below 
the laminar correlation was noted, which is caused by a de
crease in wall heat flux, with streamwise distance, due to in
creasing radiant heat loss. A STAN5 (Crawford and Kays, 
1976) simulation, using the measured wall convective heat flux 
as the boundary condition, yielded Stanton numbers at the 
start of transition that were 4 percent lower than the values 
given by the constant-wall-heat-flux correlation—in agreement 
with the data. 

For the lower-turbulence baseline case, the measured Reyn
olds numbers based on streamwise distance, displacement, and 
momentum thicknesses at the beginning of transition (unheated 
flow) were 1 x 106, 1920, and 737, respectively. A plot of the 
transition start Reynolds number versus the free-stream tur
bulence intensity is shown on Fig. 2. The start of transition is 
taken to be the point at which the near-wall (y+ <20) inter-
mittency becomes 5 percent. This measurement was performed 
in the unheated flow to avoid the known effects of wall heating 
on transition (Schlichting, 1979). The present data are com
parable to those of other researchers. An energy balance, per
formed by integrating the wall heat flux along the centerline 
of the test wall and comparing with the increase in energy 
carried in the boundary layer flow, showed closure to within 
3 percent. Measurements of mean velocity profiles, shape fac
tor (H), and intermittency were consistent with other research
ers' results (e.g., Wang et al., 1985; Blair, 1982; Kuan and 
Wang, 1988). 

For the heat transfer data, the nominal heat flux was 160 
W/m2, which yielded a minimum temperature difference of 
about 4°C for the 77 = 0.32 percent case. Because of the 
effect of heating, heated and unheated data cannot be com
pared within the transition zone for the low 77 case. For this 
reason, the only heat transfer data presented for the low 77 
case will be profiles of the turbulent heat flux and turbulent 
Prandtl number. Positions within transition are indicated by 
their respective intermittency values. Transition for the high 
77 case (77 = 1.79 percent) was not affected by heating; thus 

heat transfer data and unheated flow hydrodynamic data can 
be compared in the transition region for the 77 = 1.79 percent 
case. 

The shear velocity is found by curve fitting near-wall data 
obtained using a single-element, hot-wire probe to expected 
near-wall relationships. In turbulent flows, the viscous sublayer 
relationship, u+ = y+, the van Driest relationship (Kays and 
Crawford, 1980) and the law-of-the-wall given as: 

. u+ =2A4\ny+ +5.0 

where 

'•sfC/2 
and y+ = yu, >4cn. 

were used to find the local skin friction coefficient (Cj). In 
laminar and transitional flows the data were fit to the equation 
w+ = y+ to find Cy. They were segregated into laminar and 
turbulent flows according to the intermittency function, then 
processed to determine the laminar Cj and turbulent Cy, sep
arately. 

Intermittency Circuit 

A circuit for determining when the flow is laminarlike or 
turbulentlike was constructed. This circuit, based on a design 
by Kim et al. (1978), provides a bimodal signal (the intermit
tency function) that identifies the flow as either laminar or 
turbulent. The intermittency is the time-averaged value of the 
intermittency function. The intermittency function is used to 
conditionally sample the laminarlike flow and the turbulentlike 
flow. 

The circuit takes advantage of the much larger time deriv
ative of the turbulentlike signal as compared to that of the 
laminarlike signal. To do this, the hot-wire-anemometer signal 
is processed by a series of filters, differentiators, and rectifiers. 
At a level detector, the signal is compared to an adjustable 
threshold value. If it is higher than the threshold, the output 
signal of the level detector is high (turbulentlike). It is low 
(laminarlike) otherwise. Comparison with the threshold is per
formed in two channels. In the first channel, the rectified 
derivative of the hot-wire signal is compared with a threshold 
value. In the second channel, the rectified second derivative 
of the hot-wire signal is compared with another threshold value. 
The two channels are used to avoid the problem of zero cross
ing: a fully turbulent signal has derivative values, which un
avoidably fall below the threshold value as they change sign 
and cross the zero-volt axis. Thus, the flow will at times falsely 
be declared laminar. The zero-crossing problem can be elim
inated if both channels are monitored: Both channels have 
crossing drop-outs, however the zero crossings of the two chan
nels do not coincide; the reason is that the second derivative 
is zero when the rectified first derivative is maximum. An 
"OR" gate is used to declare the flow turbulent if either chan
nel output is high. The flow is declared laminar otherwise. 

The choice of the threshold value of the intermittency circuit 
can be important. However, a range of values of the threshold 
produces intermittencies that are independent of the value of 
the threshold. The circuit is tuned at each station. The hot 
wire is placed in a transitional flow and the first derivative of 
the signal along with the output of the channel's level detector 
are observed on an oscilloscope. The threshold of the first 
derivative channel is then raised until the laminar flow, as 
shown by the hot-wire signal derivative, is truly declared lam
inar. The threshold of the second derivative channel is then 
lowered until the zero-crossing drop-outs are mostly eliminated 
from the signal available at the " O R " gate output. Since the 
drop-outs that still persist occur at high frequencies, they are 
eliminated by using a low-pass filter and a level detector at the 
"OR" gate output. 

An example of the circuit perfprmance in a transitional 
boundary layer flow is shown on Fig. 3. 
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0.01638 0.03276 0.04914 
Time (S) 0.06552 0.0819 

Fig. 3 Intermittency circuit performance in a transitional boundary layer, 
position in the boundary layer is as noted 

Triple-Wire Probe for Turbulent Heat Flux Measure
ments 

A probe to measure v't' in turbulent boundary layers was 
implemented by Kim and Simon (1988) and used to take meas
urements in a turbulent boundary layer passing over a convex 
surface, followed by a flat wall. The probe geometry was based 
on a design by Blair and Bennett (1984). As used in the present 
study, one wire was operated in the constant-current mode as 
a resistance thermometer to measure the instantaneous flow 
temperature, the other two wires being operated as standard 
constant-temperature wires. The method of Hishida and Na
gano (1978) was chosen to compensate for the low-frequency 
response of the constant-current cold wire. The heat transfer 
coefficient over the constant-current cold wire, which is re
quired in this method, is estimated from the parallel hot-wire 
signal. The cold-wire signal and its time derivative were used 
in the signal processing. The temperature sensing wire was 1.25 
fxm in diameter. The frequency response of the probe was 
measured to be 4 kHz. This was determined from a square-
wave test in which the probe was placed in a flow and the cold-
wire current was stepped down from 30 mA (wire is heated) 
to 1 mA (wire cools to room temperature). The voltage drop 
across the wire and its derivative were recorded on a digital 
oscilloscope as the wire cooled in a characteristic exponential 
fashion. A compensated voltage trace was then calculated as 
discussed by Hishida and Nagano (1978). The inverse of the 
compensated voltage drop time was taken as the probe fre
quency response. A circuit built for this purpose is described 
by Kim (1990). The data taken with the compensated probe 
in a heated, flat-wall, turbulent boundary layer were in ex
cellent agreement with the data of Gibson and Verriopoulos 
(1984). 

Results 

The Low 77 Case—77 = 0.32 Percent 

Free-Stream Turbulence Intensity and Spectra. A power 
spectral density (PSD) distribution of the streamwise velocity 
component using a horizontal wire revealed a spectrum with 
a relatively strong peak corresponding to 29 Hz. This peak 
was traced (using an accelerometer and a vibration analyzer) 
to a slight rocking motion of the blower. All reasonable effort 
has been applied to reduce this fan motion. This frequency is 
not expected to influence the transition process as the minimum 
critical frequency for amplification of disturbances, estimated 
from linear stability theory, is 1600 Hz. The spectrum was 
relatively clean otherwise. 

Measurements of the free-stream turbulence intensity versus 
streamwise distance using a cross-wire probe revealed that u' 
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Mean velocity profile sampled on intermittency (77 = 0.32 per-
the profile is normalized on the transitional profile thickness 

was roughly twice the value of either v' or w'. The w', v', 
and w' values did not decay appreciably along the streamwise 
length of the test section. It should be noted that this anisotropy 
would improve if the fan rocking frequency were removed. 
Specifically, the free-stream turbulence intensity based on the 
streamwise fluctuating component was 0.45 percent, of which 
0.03 percent was due to the fan rocking frequency. The free-
stream velocity was nominally 26.5 m/s. 

Intermittency Profiles. Intermittency profiles, Fig. 4, show 
the same qualitative behavior from one station to the next, a 
relatively flat value in the near-wall region followed by, with 
increasing y values, a decay to zero at the edge of the boundary 
layer. The near-wall intermittency of the turbulent boundary 
layer is nearly 1.0. The decay at the edge of the boundary layer 
describes the intermittency presence of free-stream flow being 
entrained into the boundary layer in the wake region. In tran
sitional flow, the near-wall intermittency is below 1.0 because 
only a portion of the surface is covered by turbulent spots. A 
profile, 4a, has been added to this figure. This profile was 
taken at the same position as that of station 4 but with a lower 
velocity so that transition was less complete. Adding this sta
tion allows better characterization of the evolution of inter
mittency profiles through transition. In the laminar boundary 
layer, the intermittency is nearly zero throughout the boundary 
layer. In the following, quantities are discussed in terms of the 
degree of completion of transition. This is expressed in terms 
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Fig. 6 Mean velocity profiles sampled on infermittency in wall coor
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of the intermittency value, which corresponds to the maximum 
intermittency, ymax, in the near-wall region (y/8995<0.l). 

Mean Velocity Profiles. An example of a mean velocity 
profile sampled within the transitional boundary layer and 
segregated according to laminar and turbulent behavior is 
shown in Fig. 5. The distance away from the wall has been 
normalized on the boundary layer thickness taken from the 
time-averaged profile. This time-averaged profile, called the 
transition profile, includes both laminarlike and turbulentlike 
portions. It is also the algebraic average of the laminarlike and 
turbulentlike measurements weighted according to the inter-

10 
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V =0.332Re 
2 . 52 

100 1000 
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Fig. 7 Skin friction sampled on intermittency (77 = 0.32 percent): • • 
laminar; A turbulent; +—transition 

> 

0.01638 0.03276 0.04914 

Time (s) 
0.06552 

Fig. 8 Near-wall hot-wire voltage trace in transition illustrating the dif
ferent mean velocities between the two regimes and the relaxation of 
the boundary layer after turbulent spot passage 

mittency. The turbulent boundary layer is thicker than the 
corresponding laminar boundary layer, as expected, due to 
turbulent transport generated by the turbulent spots. The tur
bulent boundary layer profile is flatter than the corresponding 
laminar profile, resulting in a crossover between the two. The 
transition profile, being an average of the turbulent and lam
inar profiles, must lie between the two. 

Plots of the mean velocity, sampled on intermittency and 
normalized on wall coordinates at various locations, are pre
sented in Fig. 6. The Blasius profile, shown, is the theoretical 
profile of a laminar flow having the wall shear stress computed 
from the laminar flow data. The composite flow profiles evolve 
from Blasius-like profiles (upstream of the first station) to 
fully turbulent, log-law profiles. Velocity profiles within the 
transitional flow, sampled on intermittency, do not agree with 
either the Blasius or log-law profiles, however. 

A plot of the local skin friction, C/, values deduced from 
the profiles is shown on Fig. 7. Skin friction values in the 
laminarlike flow increasingly deviate from the laminar cor
relation as transition proceeds. The higher laminar stress as 
the transition region is entered may be a result of slow recovery 
of the laminar flow after passage of turbulent spots. A near-
wall, hot-wire trace in the intermittent region (Fig. 8) illustrates 
this. Although transition from laminar to turbulent flow is 
quite sharp at the leading interface (end of interval A), the 
laminar flow signal is slow to relax to a nominally laminar 
state (slow relaxation of velocity within interval A). When the 
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Fig. 9 Streamwise turbulence intensity sampled on intermittency (77 
= 0.32 percent): A —laminar; o —turbulent; • —transition 

intermittency is high, i.e., spots pass frequently, the laminar 
portion of the boundary layer is continually disturbed, re
sulting in higher velocities near the wall and, consequently, 
higher-than-laminar Cf values. 

Skin friction coefficients in the turbulentlike flow, at the 
end of transition (Fig. 7), are essentially the same as given by 
the fully turbulent correlation. A similar variation was seen in 
the shape factor, H. As transition proceeded, H for the 1am-
inarlike flow increasingly deviated from the laminar value of 
2.6, indicating an increasingly non-Blasius behavior. Similar 

to the behavior of skin friction coefficient, H within the tur
bulentlike flow quickly reached the high-Reynolds-number tur
bulent value of 1.4. Based upon both //and Cf measurements, 
the laminarlike and turbulentlike portions of the transitional 
flows cannot be thought of as simply Blasius or turbulent flows, 
respectively. Although this conclusion seems to conflict with 
the results of Wygnanski et al. (1976) and Blair and Anderson 
(1987), who found that the turbulent zone mean velocity profile 
conformed to the standard law-of-the-wall, it is in agreement 
with the results of Antonia et al. (1981) who found that un
reasonably high values of skin friction were necessary to make 
the velocity profiles agree with the log-law (as measured along 
the centerline of the turbulent spot). Results of Cantwell et al. 
(1978) agree with those of Antonia et al. (1981). The results 
of a flow-visualization study by Gad-El-Hak et al. (1981) also 
support the results of the present study. They found that the 
flow in the overhang of the turbulent spot was relatively pas
sive, being cut off from the regeneration mechanism (bursting) 
in the near-wall region. It should therefore not be surprising 
that in the present study, where turbulentlike flow is accepted 
for processing regardless of whether it came from the overhang, 
the wings, or within the core of the turbulent spot, the pa
rameters measured within the turbulentlike transitional flow 
do not agree with those of a standard turbulent boundary layer. 

Velocity Fluctuation. Figure 9 shows the rms values of the 
streamwise velocity fluctuation at stations 3, 4, and 5 (station 
locations are shown on Fig. 1). The rms values of the laminar 
profiles increase with axial distance, and reach a peak value 
of 8 percent at station 4. Peaks in the laminar profiles occur 
at roughly 30 percent of the laminar boundary layer thickness 
for all stations. The laminarlike data at station 5 (y = 99 
percent) are not used in this discussion since there are few data 
points used in their processing. Initially, high rms values (16 
percent at station 3) in the turbulent profiles indicate a high 
production of turbulence. These values decay to a peak value 
of 8 percent as dissipation in the boundary layer increases. The 
composite flow transition profile initially follows the laminar 
profile, but then jumps to a peak value of 17.5 percent at 
station 4, a value larger than the peak in the corresponding 
turbulent profile. Much of this behavior is due to intermittent 
"switching" of the flow from a laminarlike to a turbulentlike 
profile, then back to a laminar profile as each turbulent spot 
passes the probe (visible in Fig. 8). The rms fluctuation value 
associated with this switching appears in the composite profile. 
This was first shown by Arnal et al. (1978). Fluctuations of 
this type may be greater than the respective unsteadiness values 
in either the laminarlike or turbulentlike regime. In fact, the 
various contributions to u' can be computed by the expression 
(Hedley and Keffer, 1974): 

M ; 2 = m ' 2 + d - g ) « ; 2 + « ( i - ^ « ( - K , ) 2 (i) 

where the subscripts c, / and / represent composite, turbu
lentlike, and laminarlike characteristics, respectively. The level 
of turbulence, as indicated by the transition profile, is thus 
not a good measure of the turbulent activity (turbulent trans
port) in a transitioning boundary layer. 

Shear Stress Profiles. Shear stress profiles, u'v', in tran
sitional flow are shown in Fig. 10. The laminar contribution 
is quite small for all stations and the peak moves progressively 
toward the wall as transition proceeds, realizing a fully tur
bulent profile at station 5. Although the composite flow profile 
is between the turbulent and laminar profiles for all stations, 
it also is affected by the intermittent "switching" from laminar 
to turbulent flow. Note that, for all the stations, the composite 
value is less than the product of the intermittency and the 
corresponding turbulent value. Thus, the effect of switching 
from a laminar profile to a turbulent profile, for instance, is 
a rise in both u' and v' creating an artificial value of "shear-
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stress," « V . As with the fluctuation plots of Fig. 9, the 
composite flow profile is, therefore, not indicative of the true 
turbulent shear stress in the transitional boundary layer. A 
more accurate shear stress is found by a weighted (on inter
mittency) average of the laminarlike and turbulentlike contri
butions. Similar turbulent shear stress measurements were taken 
in the heated flow. 

Turbulent Heat Flux Measurements. Turbulent heat flux 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 

Y/899.5 

Fig. 11 Turbulent heat fluxes sampled on intermittency (77 = 0.32 
percent). Station 3 is within transition (7 = 12 percent), stations 4 and 
6 are fully turbulent, A —laminar; » —turbulent; a —transition. 

normalized on the wall heat flux and sampled on intermittency 
are shown on Fig. 11. As discussed above, heating of the 
boundary layer is destabilizing, resulting in an earlier and more 
rapid transition. Consequently, station 3 is in early transition 
and subsequent stations are post-transitional. Within the tur
bulent portion of a transitional flow (station 3), one can ob
serve a large increase in turbulent heat flux above the time-
averaged wall heat flux value. A simple heat balance on an 
element in the flow will show that, since there is no energy 
production within the flow, the cross-stream heat flux (v't') 
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can increase in the y direction if the streamwise heat flux («Y) 
decreases in the streamwise direction. The triple-wire meas
urements indicate that such a streamwise decrease exists. The 
streamwise heat flux u't' was found to decrease almost an 
order of magnitude between Stations 3 and 4 in the near-wall 
region, and remain relatively constant thereafter. Whether the 

measurements sampled on turbulentlike flow for station 3 ap
proach unity as the wall is approached is not known. It is 
possible that the wall transfers more energy to the flow during 
the passage of a turbulent spot than during the times the ad
jacent flow is laminarlike. The time-averaged energy transfer 
must, of course, be equal to the time-average wall heat flux. 
It is also seen that v' t' in the laminarlike portion of the bound
ary layer is not zero. This does not mean that a true turbulent 
eddy transport of heat is present in this flow, but simply that 
v' and t' are correlated as fluid velocity and temperature and 
the wall temperature fluctuate. Note that this unsteadiness is 
limited to the near-wall region where the fluid would be in-
fluenced by the fluctuating wall temperature. Because v't' in 
the laminarlike regime is not negligible (station 3 of Fig. 11), 
the value of v't' near the wall for the composite flow profile 
is not precisely equal to the near-wall intermittency times the 
turbulent flow contribution, as was anticipated. 

Turbulent Prandtl Number Measurements. The variation 
of turbulent Prandtl number, Pr„ sampled on intermittency, 
is shown on Fig. 12. These values were computed from: 

V (d'l/dy) 
Pr, vT {du/dy) 

where the entries, turbulent shear stress, turbulent heat flux, 
and mean temperature and velocity profiles were all taken in 
the heated flow by the triple-wire probe. The single-sample 
uncertainty value of these data is typically 20 percent. Uncer
tainties in turbulent Prandtl numbers in the early transitional 
boundary layer are higher than 20 percent. This higher un
certainty is mainly due to three reasons: (1) The boundary 
layer, especially early in transition, is thin relative to the triple-
wire probe; thus, spatial resolution is inadequate in early-
transition measurements. (2) The early-transitional boundary 
layer is mostly laminarlike; therefore, the shear stresses and 
turbulent heat fluxes used to calculate turbulent Prandtl num
bers are small and hence difficult to measure accurately. (3) 
Since the flow is mostly laminarlike, few samples for processing 
are available of the turbulentlike flow. The data at post-tran
sitional stations 4 and 6 show Pr< values consistently close to 
unity in the inner half of the boundary layer, as would be 
expected of fully turbulent boundary layers. The data in the 
outer half of the boundary layer are not reliable due to the 
very shallow gradients of velocity and temperature. The data 
for station 3, however, show a drop in Pr, (sampled on the 
intermittency function) substantially below unity in the near-
wall region. This implies that the eddy diffusivity of heat in
creases during transition more rapidly than does the eddy dif-
fusivity of momentum. This contradicts the conclusions of 
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other researchers (Blair and Anderson, 1987; Sohnetal., 1989; 
Wang et al., 1985). To the authors' knowledge, these are the 
first direct measurements of Pr, in transitional flows. Previous 
conclusions were inferred from mean profile data. The tran
sition region may be more sensitive to molecular diffusion than 
is the fully turbulent boundary layer since the eddies there tend 
to be relatively large, and the small-scale structure (the full 
turbulence spectrum) has not been established. If so, one would 
expect a subunity turbulent Prandtl number when the molec
ular Prandtl number is less than one. 
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Fig. 15 Skin friction sampled on intermittency (TI = 1.79 percent): 
laminar; a— turbulent; +—transition 

The High TI Case—TI =1.79 Percent 

Free-Stream Turbulence Intensity and Spectra. The Power 
Spectral Density (PSD) for this case was generally similar in 
shape to that for the low 77case. The peak, due to fan rocking, 
again present, was a much smaller fraction of the total tur
bulence kinetic energy in this case. 

The average free-stream turbulence intensity at the entry to 
the test section was about 1.8 percent, with u' values increasing 
from 0.9 to 1.00 percent and v' decreasing from 2.3 to 2.1 
percent between station 1 and station 6. The measured value 
of w' was 2.0 percent at station 2. The free-stream velocity 
was nominally 16.7 m/s. 

Stanton Number. The Stanton number variation through 
transition is shown on Fig. 13. The points in the laminar regime 
agree with the uniform heat flux correlation in Kays and Craw
ford (1980) when Stanton numbers are plotted against Rex (not 
shown). In Fig. 13 Stanton numbers are plotted against the 
local coordinate, enthalpy thickness Reynolds number, ReA2. 
The value of ReA2 measured at station 4 is used as a boundary 
condition to the integral energy equation. Then, forward and 
backward integrations are performed, using measured wall 
temperatures to determine ReA2 values downstream and up
stream of station 4. In these coordinates, the data follow the 
laminar and turbulent correlations at the extremes of transition 
and smoothly pass from one to the other during transition. 
Increasing the free-stream turbulence intensity has a strong 
effect on the transition onset location, causing it to move from 
the low-turbulence-case value of Re* = 1 x 106 to Re* = 3 
x 105, and from ReA2 = 500 to ReA2 = 400. Good agreement 
of the onset location with other researchers was observed (see 
Fig. 3). These data are consistent with those of Blair (1982). 

Mean Velocity Profiles. Profiles of the mean velocity sam
pled on intermittency are shown on Fig. 14. The laminar profile 
deviates quite strongly from the Blasius profile throughout 
transition (much more than in the lower 77case). The turbulent 
profile, in contrast, agrees with the log-law profile from very 
early in transition. The trends above are reflected in the skin 
friction values (Fig. 15). The C/ values computed from the 
laminarlike portion of the transitional flow deviate strongly 
from the laminar correlation while those in the turbulentlike 
portion are near fully turbulent values (essentially equal to an 
extension of the turbulent data to low Reynolds numbers). 

Velocity Fluctuation. The rms values of streamwise veloc
ity fluctuation are shown on Fig. 16. The most striking feature 
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of these profiles, in comparison with those of the low 77 case, 
is the large increase in laminar unsteadiness, which even exceeds 
some parts of the turbulent profile at station 3. The high values 
are consistent with the elevated Cj values within the laminar 
regime. The turbulence intensity profiles evolve as in the low 
77 case. In both cases, the peak values of the turbulence in
tensity drop monotonically with increasing values of near-wall 
intermittency. 
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Shear Stress Profiles. The variation in shear stress, u'v', 
profiles through transition is shown on Fig. 17. As in the low 
77 case, the laminar contribution to the shear stress is small 
everywhere except very near the wall. With successive down
stream positions, the peaks in the turbulent profiles decrease 
in amplitude while moving toward the wall. 

Turbulent Heat Flux. Profiles of the turbulent heat flux, 
v't', are shown in Fig. 18. As in the lower Tl case, a strong 
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increase in the turbulent heat flux above the wall heat flux is 
seen. This peak decays rapidly. The profiles appear to assume 
a turbulentlike shape (as described by Kim, 1986, and Gibson 
and Verripoulos, 1984) by station 5. 

Turbulent Prandtl numbers were all in the vicinity of unity, 
dipping slightly below unity in the transitional flow (0.8-0.9 
at Station 2). 

Conclusions 
The main conclusions of this study are: 
1 It appears that the transitional boundary layers should 

not be thought of as simple composites of Blasius and fully 
turbulent flows. Transition modeling based on the intermit
tency function weighting of pure laminar and turbulent flows 
may be in error. 

2 Conditional sampling of turbulence quantities on the 
intermittency function must be made during transition to ob
tain an accurate view of the transition process. 

3 The turbulent Prandtl numbers in the turbulent core 
region of the transitional flow are somewhat smaller than unity 
when free-stream turbulence levels are low, increasing toward 
unity with increasing disturbance levels. 
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Effects of Leaning and Curving of 
Blades With High Turning Angles 
on the Aerodynamic 
Characteristics of Turbine 
Rectangular Cascades 
To understand the effects of the origination and development of centralized vortices 
on the aerodynamic characteristics of turbine rectangular cascades with high turning 
angles, experiments with five-hole microspherical probes, accompanied by color 
helium bubble flow displays, were carried out. The measurement planes are arranged 
as three before, six in, and one after the cascade. The experiments reveal that the 
origination and development of horseshoe vortices and passage vortices as well as 
the interaction of the latters almost dominate the whole flow field of traditional 
linear cascades. Lean linear cascades favor the horseshoe vortices and passage vor
tices in the acute angle zone, and impede those in the obtuse angle zone. So it is a 
logical result to adopt the negatively curved blades, whose pressure surfaces and 
both endwalls compose both obtuse angles, respectively, to improve the cascade 
aerodynamic characteristics. 

Introduction 
Blades with low aspect ratio and high turning angle are 

widely used in guide cascades of adjustable stage, rotor cas
cades with low reaction of high pressure stages of a steam 
turbine, and in a gas turbine with high pressure ratio. Even 
though this kind of blade has obvious advantages in mechanical 
property and cost, the following problems usually exist: cen
tralized vortices of high intensity and large scale produced by 
big airflow turning angles, especially the leading edge vortices 
composed most of horseshoe vortices, and the upper and lower 
passage vortices almost govern the whole flow field, as shown 
by Langston et al. (1977). These vortices not only cause three-
dimensional separation of the end wall boundary layer, dissi
pating the airflow energy and raising secondary flow losses 
noticeably, but also change the airflow outlet angles and hence 
the incidences on the next cascade (Sieverding, 1985). A good 
design should ensure that for equal turbine work, the unfa
vorable effect of secondary flows is reduced to the minimum, 
and the secondary flow losses and outlet angles are predicted 
accurately (Harrison, 1990). So it is necessary to study the 
model of flow through the cascade with blades with low aspect 
ratio and high turning angle, and methods to reduce the sec
ondary flow losses. 

Using curved blades can reduce the secondary flow losses 
efficiently. In cascades with low turning angle, the transverse 

Contributed by the International Gas Turbine Institute and presented at the 
38th International Gas Turbine and Aeroengine Congress and Exposition, Cin
cinnati, Ohio, May 24-27, 1993. Manuscript received at ASME Headquarters 
March 10, 1993. Paper No. 93-GT-296. Associate Technical Editor: H. Lukas. 

secondary flow losses in the end parts of blades take the main 
portion of the total losses. When lean linear blades are used 
in this type of cascade, the flows in the acute angle zone between 
pressure surfaces and endwalls are improved (Wang, 1988). 
The positively curved blade, where the pressure surface forms 
acute angles with both endwalls, introduces improvement in 
the acute angle zone into a cascade (Han et al., 1990). The 
present paper discusses the loss mechanism in the cascades 
with high turning angles and effects of blade leaning on the 
flows in the acute and obtuse angle zones, trying to find the 
curving method of blades with high turning angle to reduce 
the losses. 

Experimental Models 
The experiment was finished in a low-speed plane cascade 

wind tunnel. The tested cascades are: (a) traditional linear blade 
cascade; (b) lean linear one (e = 20 deg); (c) positively curved 
one (e = 15 deg); (d) negatively curved one (e = 15 deg). Ten 
measurement planes shown in Fig. 2 cover the space before 
and after the cascades. The flow parameters along the direc
tions of pitch and blade height are measured by five-hole spher
ical probes. The other geometry and aerodynamic parameters 
of tested cascades are: chord, b = 120 mm; axial chord, B = 105 
mm; blade height, h = 110 mm; aspect ratio, h/b = 0.917; pitch-
chord ratio, t/b = 0.661; inlet airflow angle, a0 = 64 deg; ge
ometry outlet angle, a lp = 64.5 deg; inlet total pressure, 
P0 = 5773 pa, Reynolds number and Mach number at the mid-
span of outlet plane, Re = 6.4 x 105 and M = 0.26, respectively. 
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(c) Positively curved blade cascade (d) Negatively curved blade cascade 

Fig. 1 Tested cascades and shapes of profile stacked lines 

Fig. 2 Measurement planes 

The coordinate systems used are x, y, z and £, r;, z. Here x 
is for axial, y pitchwise, and z blade height direction, while £ 
is in the streamwise direction at midspan midpitch, and 17 is 
perpendicular to both £ and z, respectively (Fig. \a). The ve
locity components, v, w in the i) and z directions then represent 
the secondary velocities, v = c cos a sin (aip-ai), w = c sin a, 
where c is the outlet airflow velocity, o is the angle between c 
and the plane parallel to the endwall, aip is the cascade ge
ometry outlet angle, a{ is the outlet airflow angle. Velocity 

vectors in the plane perpendicular to flow direction in Fig. 4 
are the vectorial sums of v and w, and streamwise vorticity 
contours are obtained by finite differentiations of v and w. 

Experimental Results and Discussion 

Flows in Upstream and at Leading Edge. To study the 
influence of types of cascades on the inlet boundary layers, 
the parameters in the boundary layer are measured without 
cascades and with different cascades. The measurement results 
are shown in Table 1. From the table it is seen that the pa
rameters in the upper inlet boundary layer are equal to those 
in the lower inlet boundary layer whenever cascade is not 
present, or traditional linear blade, positively curved blade, 
negatively curved blade cascade is present, meaning the inlet 
flow field is rather even. When different cascades are mounted, 
or no cascades, the parameters of the boundary layers in the 
table are different, which results from different axial pressure 
decrease produced by using different cascades. 

Inlet boundary layers develop into leading edge vortices, 
mainly composed of horseshoe vortices, in terms of three-
dimensional separation at the saddle points ahead of cascade 
leading edges. Some references concerned proposed that it is 
difficult to measure the leading edge vortices by five-hole probe. 
But from our measured result one can see the slight rotation 
of velocity components in the plane perpendicular to the main 
flow, and the deformation of inlet boundary layers, which 
agree with the color helium bubble flow display of the geometry 
similarity amplified traditional linear blade cascade in a large 
scale wind tunnel. Figure 3 shows leading edge vortices include 
two zones, zone 1 consisting of horseshoe vortices (1) and 
corner vortices (2) and zone 2 of countervortices (3) separation 
vortices (4) and separation points (5) which agrees with the 
vortical structure of Ishii (1986). When leading edge vortices 
run through the leading edges of a blade, the horseshoe vortex 
is split into two legs called the pressure side leg and the suction 
side leg, respectively, and continue going into the passage. The 
other vortices are dissipated by the viscosity. 

Flows in Passages. Downstream of a cascade, one can see 
the pressure side leg of a horseshoe vortex near the lower 
endwalls, while going into its passage in the counterclockwise 
direction, and the other leg in the clockwise direction. Meas
urement plane 4 in Fig. 4 shows clearly that the scale and 
intensity of horseshoe vortices in the acute angle zones of the 
lean blade cascade and positively curved blade cascade are 
bigger than those of the traditional cascade. In the obtuse angle 
zones of the lean blade cascade and negatively curved cascade 
the opposite cases hold. 

Three factors determine the origination and development of 

Nomenclature 

h = 
z = 

h = 
P = 

/ = 

« i = 

a\P = 

P = 
s = 

c„ = 
(CM ) £ 

blade height 
distance of measuring 
point from lower endwall 
relative blade height = z/h 
static pressure 
number of measuring sta
tions 
airflow angle measured 
from the axial direction 
cascade geometric outlet 
angle 
pressure surface of a blade 
suction surface of a blade 
pitchwise-averaged tangen
tial velocity 
mass-flux-averaged total 

tangential velocity of tra
ditional cascade 

c„ = tangential velocity coeffi
cient = c„/(c„)e=0° 

ty = distance of measuring 
point from suction surface 
in pitch direction 

t = distance between suction 
surface and pressure sur
face in pitch direction 

ty = relative distance in pitch 
direction = ty/t 

p = static pressure coeffi
cient = (p, -Pi)/(p*0 -pi) 

£ = energy loss coefficient 
= lWPi')k-i/k~w 

Po*) k-l/k]/[l-Wp*o) 
k-\/k\ 

k = specific heat ratio 

Subscripts and Superscripts 
0 = inlet parameter of a 

cascade 
1 = parameter behind a 

cascade 
= stagnation parameter 

/ = parameter at a measuring 
station 

m = pitchwise-averaged param
eter 

t = mass-flux-averaged total 
parameter 
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Table 1 Measurement results of boundary layers on inlet endwalls 
Without 
cascade 

Traditional 
cascade 

Acute angle 
zone of lean 

blade cascade 

Obtuse angle 
zone of lean 

blade cascade 

Positively 
curve 
blade 

cascade 

Negatively 
curved 
blade 

cascade 

Thickness 
<5 (mm) 

Displacement 
thickness 

6* (mm) 
Shape factor 

H 

23.6 

2.5 

1.47 

26.9 

2.9 

1.45 

34 

3.6 

1.47 

25.8 

2.8 

1.52 

33.2 

3.5 

1.5 

24.6 

2.7 

Fig. 3(a) Color helium flow display 

2 8 4 5 
Fig. 3(b) Flow model near leading edge: (1) horseshoe vortices; 
(2) corner vortices; (3) countervortices; (4) separation vortices; (5) sep
aration points 

Fig. 3 Flow model near leading edge of cascade 

i=4 
(x/B=0. 01) 

0.73) 
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(x/B=0. 4) 

i=10 
(x /B=l . 09) 

Fig. 4(a) Loss coefficient contours of traditional linear blades 

horseshoe vortices: inlet boundary layer thickness, stream wise 
adverse pressure gradient, and the stagnation pressure gradient 
in the normal direction of endwalls. Any one of the three, if 
intensified will favor the separation of boundary layers and 
the development of horseshoe vortices, and move the sepa
ration saddle point A and the separation line S to upstream 
(Fig. 5). Because the inlet boundary layers in the acute angle 
zones of lean blades and positively curved blades are thicker, 
and the inlet adverse pressure segment is longer and adverse 
pressure gradients are greater (Fig. 6), the boundary layer 
saddle points are farther from the leading edges, and the scale 
and intensity of the horseshoe vortices in the same measure
ment plane are bigger, compared with those of the traditional 
cascade. The opposite case holds for the obtuse angle zones 
of lean blade cascade and negatively curved cascade. 

The pressure side leg of the horseshoe vortex accompanies 
the suction side leg of the adjacent blade going into the same 
passage. Both of them roll toward the suction side by the 
transverse pressure gradient. As the pressure side leg rolls up 
the main portion of the lower energy airflows in inlet boundary 
layers, new boundary layers are formed behind the separation 
line. When horseshoe vortices reach the suction side corner, 
the lower energy air-flow in new boundary layers, driven by 
the transverse pressure gradient to here, joins them and rolls 
toward the middle of the passage and pressure side of the 
blade, developing into high-intensity and large-scale passage 
vortices (Figs. 4b, c, measurement plane 6). Because the pres
sure side leg coincides with the core of the passage vortex, the 
passage vortex, when is formed, has high rotation velocity 
such that a low pressure point and a peak of energy loss appear 
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Fig. 4(b) Velocity vectors in planes perpendicular to flow direction of 
traditional blades 
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Fig. 4(c) Streamwise vorticity contours of traditional blades (the vor-
ticities in the clockwise direction are negative, the ones in the counter
clockwise direction are positive) 

Fig. 4(d) Loss coefficient contours of lean linear blades 

near the core. The suction side leg, as it rotates in the opposite 
direction of the passage vortex, gradually dissolves by the shear 
force when meeting with the passage vortex. 

Four parameters decide the origination and development of 
passage vortices. They are the intensity of horseshoe vortices, 
transverse pressure gradient in the passage, pressure distri
bution along blade height, and the streamwise adverse pressure 
gradient. In cascades with high turning angle, the transverse 
pressure gradient, being large, is almost not affected by the 
leaning or curving of blades. Therefore, it becomes the key 
factor to produce passage vortices of high intensity. The other 
factors only affect the intensity, scale, and position of passage 
vortices. The static pressure distribution along the blade height 

Fig. 4(e) Velocity vectors in planes perpendicular to flow direction of 
lean linear blades 

Fig. 4(f) Loss coefficient contours of negatively curved blades 

is the second role for the scale and intensity is the first one 
for the location of the passage vortices in the direction of the 
blade height. In traditional cascades the static pressure distri
bution along blade height is derived by passage vortices. The 
static pressure gradient from endwalls to the core of vortices 
is negative, and from the core to midspan of blades is positive 
as shown in Fig. 4(1). In curved blade cascades there is another 
static pressure gradient along the blade height produced by the 
blade force component along the blade height, except the one 
by the passage vortices. Positively curved blades produce a 
negative pressure gradient starting from both endwalls, i.e., 
shape, "C" static pressure distribution along blade height, 
while negatively curved blades produce a positive one, i.e., 
opposite shape " C " static pressure distribution. In both curved 
blade cascades the static pressure gradient is the summation 
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i=4 
(x/B=0.01) (x/B=0.4) 

Fig. 4(g) Velocity vectors in planes perpendicular to flow direction of 
negatively curved blades 
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Fig. 4(/) Loss coefficient contours of positively curved blades 
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Fig. 4(/i) Streamwise vorticity contours of negatively curved blades 

of the one from passage vortices and the other from blade 
force components along blade height (Fig. 4/). Experimental 
results indicate that the static pressure gradient produced by 
the blade force has a considerable effect on the origination 
and development of passage vortices, and shape " C " static 
pressure distribution favors the passage vortices, while the 
opposite shape " C " one hinders them. 

Compared with that of the traditional cascade in the same 
measurement plane, the intensity of horseshoe vortices in the 
acute angle zones of lean blade cascade and positively curved 
blade cascade is greater. Besides, there is a negative pressure 
gradient starting from the end wall and a shape "G" static 
pressure distribution. So the passage vortices in those two cases 
are formed in the more upstream plane and have a higher 

Fig. 4(y) Velocity vectors in planes perpendicular to flow direction of 
positively curved blades 

intensity and larger scale in the same measurement plane, and 
are located nearer the midspan and pressure side. The passage 
vortices in the obtuse angle zones and negatively curved blade 
cascade are the opposite cases. From measurement planes 5 to 
8 in Fig. 4, one finds that the passage vortices in the acute 
angle zone and positively curved blade cascade have formed 
in plane 5; in the traditional cascade in plane 6; and in obtuse 
angle zones and the negatively curved blade cascade in plane 
7. Moreover, for the two latter cases the passage vortices are 
weaker, nearer the endwalls, so produce smaller losses. 

From the plane in which the passage vertices are formed to 
the blade outlet edge plane it is a process that the passage 
vortices develop toward the cascade middle and pressure side. 
Passage vortices, as centralized ones, are the only form to 
accumulate large kinetic energy in a narrow space, and their 
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Fig. 4(fc) Streamwise vorticity contours of positively curved blades 

- 0. 3 - 0.1 0. 1 p 

Fig. 4(/) Pitch-averaged static pressure coefficient distribution along 
blade height in the passage 

energy is provided by average flows. In turn, they have an 
intensive effect on the average flows. In cascades with high 
turning angle, most of the mass momentum, and energy is 
transported by passage vortices. The low-energy airflow in new 
boundary layers is transported to suction surface corner by 
the transverse pressure gradient, and then is entrained along 
the suction surface by passage vortices; meanwhile on the pres
sure surface high energy airflows are convected from midspan 
to endwalls, reducing the flow losses near the endwalls greatly. 
By convection passage vortices roll up most of the low-energy 
airflow in the passage increasing in the intensity and scale 
themselves. 

With passage vortices moving toward the middle of the cas
cades, the upper and lower passage vortices with the same 

Fig. 4(m) Loss coefficient distribution along blade height 

Fig. 4 Aerodynamic parameter distribution in measurement planes 

intensity and the opposite rotation directions approach each 
other and meet in the midspan at last, which happens earliest 
in the positively curved blade cascade. When the two vortices 
meet, due to the strong interaction between them, a transverse 
flow with high velocity in the pitch direction is produced in 
the meeting plane, which usually leads to the breaking of the 
vortices and dissipating of their energy. So the losses in the 
midspan suddenly increase and a big zone of high losses ap
pears. Figure 4 shows the upper and lower passage vortices of 
positively curved blades have completely met in measurement 
plane 9, and the loss peak in the midspan reach up to 86.5 
percent. The two vortices of traditional cascade start meeting 
in plane 9. As for the lean blade cascade, the static pressure 
in acute angle zones, higher than that in obtuse angle zones, 
not only favors the passage vortices in acute angle zones and 
hinders them in the other zones, but also moves the passage 
vortices in the acute angle zone to the obtuse angle zone (Fig. 
4e, measurement plane 6-9). In plane 9 the two vortices meet 
at 31 percent blade height and a loss peak of 56 percent appears. 
For a negatively curved blade cascade the upper and lower 
vortices, being controlled in their corresponding zones by the 
opposite shape "C" static pressure distribution, are still 0.38 
blade height away from each other in measurement plane 9. 
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Fig. 5 Three-dimensional separation model of inlet boundary layers 

a 25 0.50 0.75 1. 0 E 

Fig. 6 Variations of static pressure coefficient averaged by pitch along 
axial direction: •—traditional A—obtuse zone; v—acute zone; o—posi
tively curved; x—negatively curved 

0 0.25 0.50 0-75 H 1.0 

• -Traditional ( x-Negatively Curved 

Fig. 7 Distribution of outlet airflow angle along blade height 

0.8 -

0.6 
0.25 0.50 0.75 h 1.0 

Fig. 8 Distribution of outlet tangential velocity coefficient along blade 
height 

Flows Downstream. The experimental results from meas
urement plane 10 (in Fig. 4) show that in a traditional cascade 
the complete meeting of passage vortices at the midspan dom
inates the whole outlet flowfield, and high loss area occupied 
the large part of the cascade middle with a loss core in the 
center of the passage. The loss core corresponds to the low-
pressure area and the lowest turning angle of airflows. In a 
lean blade cascade the loss peak from the meeting is dissipated 
by mixing, which results in loss value decreasing and high loss 
area expanding and loss peak position moving up to 35 percent 
blade height. In a negatively curved blade cascade the two 
vortices have not completely met in plane 10. The distance 
between the two vortex cores is 0.2 blade height. Compared 
with those of traditional cascade, the wake and high loss area 
are reduced enormously; the loss values in these areas also are 
lower. In positively curved blade cascade the loss peak in the 
midspan goes down to 57 percent because of the dissipating 
of the vortex energy; the high loss area and loss value are 
obviously greater than those of a traditional cascade. The 
growth of downstream loss is due to mixing caused by flow 
nonuniformity. A nonuniform flow will generally contain pri
mary velocity in wake and secondary velocities in vortices. 
Both will contribute to mixing loss but the later will be much 
more serious since it is reasonable to assume that all of the 
secondary kinetic energy is lost (Moore and Adhye, 1985). For 
a large turning angle cascade the mixing loss mainly depends 
on the intensity, scale of upper and lower passage vortex, and 
distance between their cores. The greater the intensity and 
scale, the smaller the distance, the greater the mixing loss. The 
mass flux-averaged total loss coefficients of traditional, lean, 
positively curved, and negatively curved blade cascade are 0. 
1948,0.1883,0.2255, and 0.1572, respectively, which indicates 
the losses of lean blade cascade are almost equal to those of 
the traditional one, so using lean blades in rectangular cascades 
does not reduce losses, sometimes even increases them. A neg
atively curved blade cascade reduces losses by 19.3 percent and 

a positively curved blade one increases losses by 15.6 percent 
over the traditional one. 

It can be derived by reviewing the whole flow field that the 
origination and development of horseshoe vortices and passage 
vortices take a predominant role in the flow field a traditional 
cascade, especially the meeting of upper and lower vortex in 
midspan results in high losses, airflow underturning, and de
creasing of work done ability; in lean blade cascade the im
provement of exit flows in the acute zone does not result from 
the decrease of secondary flow losses produced in the zone. 
On the contrary the secondary flow losses in the acute angle 
zone are much bigger than those in the obtuse angle zone, and 
fortunately, the acute angle zone losses are transported to the 
obtuse angle zone by passage vortices, which further reveal 
that passage vortices entrain most part of low-energy airflows 
in the passage, where the passage vortex moves is a low-pres
sure, high-loss area. Analyzing Fig. 4 in detail one can find 
although the passage vortices core does not agee with the loss 
peak and the lowest pressure point exactly, they are rather 
close to each other. The passage vortices have an intensive 
three-dimensional nature. Their vorticities can be divided into 
two components: the span wise and stream wise vorticities. The 
spanwise vorticities equal to the circulations around blades 
decide the aerodynamic loads of blades. The greater the stream-
wise vorticities producing secondary flows, the greater is the 
total loss of a cascade. Controlling the vortices means con
trolling the streamwise vorticities and keeping the spanwise 
vorticities, which makes the total loss of the cascade reduce 
to the minimum under the condition of higher aerodynamic 
loads of blades. From the above-mentioned we propose that 
in cascades with low aspect ratio and high turning angle the 
secondary vortical losses take the main part of the total losses. 
So the key to reducing the losses in this kind of cascade is to 
control the origination and development of horseshoe and 
passage vortices, especially to avoid the meeting of the passage 
ones. The obtuse angle zone hinders the two kinds of vortices 
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efficiently, so using negatively curved blades (the dihedral be
tween pressure surface and both endwalls are obtuse) is the 
logical development of using leaned blades. Negatively curved 
blades introduce the improvement in obtuse angle zones to the 
same cascade. 

Using negatively curved blades not only raises the cascade 
efficiency, but also makes the outlet airflow angles approach 
the geometry ones, increasing the working ability of airflows. 
From Fig. 7 one sees in a traditional cascade the meeting of 
the two passage vortices produces a 16.5 deg largest under-
turning angle in midspan, and approximate 6 deg overturning 
angles at 30 and 70 percent of relative blade height, respec
tively. Negatively curving blades reduce the largest underturn-
ing angle by about 7 deg, and move the position of the largest 
overturning angle (2 deg smaller than that of traditional cas
cade) to endwalls. Experiment data indicate the averaged outlet 
angle along the blade height is 1.5 deg larger than that of the 
traditional cascade, which means negatively curving blades not 
only decrease the secondary vortical losses, but also slightly 
raise the aerodynamic loading of the blades. According to Euler 
equations the outlet tangential velocity of rectangular cascades, 
C/„, represents the working ability of airflows. The variation 
of outlet tangential velocity along blade height in negatively 
curved blade cascade is similar to that in traditional cascades 
(Fig. 8). For traditional cascades the lowest working ability 
point is located at midspan from which the working ability 
grows sharply in both directions to the endwalls, and almost 
holds constant from both 0.25 and 0.75 blade height to the 
corresponding endwalls, respectively. For a negatively curved 
blade cascade the working ability in the zone from 0.31 to 0.69 
of blade height is raised enormously, resulting from the avoid
ance of the meeting of passage vortices. In the zone near 
endwalls the overturning of airflows increase the working abil
ity too. In the other zone the working ability of traditional 
and negatively curved blade cascades is approximately equal. 
An obvious conclusion is that negatively curved blades increase 
working ability of airflows greatly. 

4 Conclusions 
1 In cascades with low aspect ratio and high turning angle, 

the secondary vortical losses from horseshoe and passage vor
tices take the main part of the total losses. The key to reducing 
the losses, therefore to improving the aerodynamic perform

ance, of the cascades is to control the origination and devel
opment of horseshoe and passage vortices, especially to avoid 
the meeting of the passage vortices. 

2 The leaning of blades intensities the passage vortices in 
the acute angle zones, and moves them to the obtuse angle 
zones, and at the same time controls those in the obtuse angle 
zones, which leads to the meeting position of both angle zone 
passage vortices located in the obtuse angle zones. The lower 
energy airflows produced in the acute angle zones are entrained 
by these zone passage vortices and move to the obtuse angle 
zones; as a result the areodynamic performance is degraded 
in the obtuse angle zone and improved in the acute angle zone. 

3 Use of a negatively curved blade can control the origi
nation and development of horseshoe vortices and passage 
vortices and confine the upper and lower passage vortices in 
their own sides, avoiding their meeting. Therefore, the sec
ondary vortical losses of cascade are greatly reduced, and the 
efficiency is raised. 

4 As both the biggest underturning and overturning of 
airflows are caused by passage vortices, controlling the orig
ination and development of passage vortices can redistribute 
the outlet airflow angle along the blade height, decrease the 
incidence on the next blade row, and intensify the working 
ability by slightly increasing the load of blades. 

References 
Han Wanjin, etal., 1990, "The Influence of Blade Curving on End Secondary 

Flow at Different Incidence," Journal of Engineering Thermophysics, Vol. 11, 
No. 3 [in Chinese]. 

Harrison, S., 1990, "Secondary Loss Generation in a Linear Cascade of High-
Turning Turbine Blades," ASME JOURNAL OF TURBOMACHINERY, Vol. 112, pp. 
618-624. 

Ishii, et al., 1986, "A Three-Dimensional Turbulent Detached Flow With a 
Horseshoe Vortex,'' ASME Journal of Engineering/or Gas Turbines and Power, 
Vol. 108, pp. 125-130. 

Langston, L. S., et al., 1977, "Three-Dimensional Flow Within a Turbine 
Cascade Passage," ASME Journal of Engineering for Power, Vol. 99, pp. 21-
28. 

Moore, J., and Adhye, R. Y., 1985, "Secondary Flows and Losses Down
stream of a Turbine Cascade," ASME Journal of Engineering for Gas Turbines 
and Power, Vol. 107, pp. 961-968. 

Sieverding, C. H., 1985, "Recent Progress in the Understanding of Basic 
Aspects of Secondary Flows in Turbine Blade Passages," ASME Journal of 
Engineering for Gas Turbines and Power, Vol. 107, pp. 248-257. 

Wang Zhongqi, et al., 1988, "The Effect of Blade Leaning on Cascade Aero
dynamic Characteristics and the Experimental Study of Mechanism of Reducing 
Secondary Flow Losses by Leaned Blade," Journal of Engineering Thermo
physics, Vol. 9, No. 2 [in Chinese]. 

424 /Vol . 116, JULY 1994 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



T. R. Camp 

J. H. Horlock 

Department of Engineering, 
Whittle Laboratory, 

Cambridge University, 
Cambridge, United Kingdom 

An Analytical Model of Axial 
Compressor Off-Design 
Performance 
An analysis is presented of the off-design performance of multistage axial-flow 
compressors. It is based on an analytical solution, valid for small perturbations in 
operating conditions from the design point, and provides an insight into the effects 
of choices made during the compressor design process on performance and off-
design stage matching. It is shown that the mean design value of stage loading 
coefficient (\j/ = Ah0/U

2) has a dominant effect on off-design performance, whereas 
the stage-wise distribution of stage loading coefficient and the design value of flow 
coefficient have little influence. The powerful effects of variable stator vanes on 
stage-matching are also demonstrated and these results are shown to agree well with 
previous work. The slope of the working line of a gas turbine engine, overlaid on 
overall compressor characteristics, is shown to have a strong effect on the off-design 
stage-matching through the compressor. The model is also used to analyze design 
changes to the compressor geometry and to show how errors in estimates of annulus 
blockage, decided during the design process, have less effect on compressor per
formance than has previously been thought. 

Introduction 
The off-design performance of axial-flow compressors is 

critical for the efficient and stable operation of aircraft gas 
turbine engines and industrial compressors. While modern 
computational methods can give predictions of compressor off-
design performance, there remains some lack of understanding 
of how various features of the original design (e.g., the mag
nitude of the stage loading coefficient and its distribution 
through the compressor) affect the off-design performance. 
The purpose of this paper is to advance that understanding. 

A one-dimensional approach is developed here, similar in 
this respect to many that have proved useful in the past (e.g., 
Robbins and Dugan, 1956; Stone, 1958; Howell and Calvert, 
1978; Wright and Miller, 1991). Critically, however, we make 
an assumption that allows the stage-stacking equations to be 
solved analytically. Our assumption is that changes in gas 
properties occur continuously with axial distance through the 
compressor and not in discrete jumps between blade rows, an 
assumption that is similar to an original idea of Mellor (1957). 
Horlock (1958) developed Mellor's concept to obtain and solve 
a differential equation for the temperature change through a 
turbomachine when it operated off-design. More recently, 
Goede and Casey (1988) have adopted a somewhat similar 
approach to the Mellor/Horlock solutions. They solved the 
basic stage-stacking equations, assuming that each stage de
viates only slightly from its design operating point. The re
sulting equations are solved numerically and the authors trace 
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out how each stage moves away from its design point when 
an off-design stage loading distribution is specified. Particu
larly enlightening in the Goede/Casey analysis is the effect of 
varying the stagger of stators through the compressor, and 
how this feature can be used to keep compressor pressure ratio 
and efficiency near design values. 

Here we bring together the Mellor/Horlock analysis (ob
taining a differential equation for the temperature rise through 
the equivalent compressor) and the Goede/Casey method of 
solution (assuming small perturbations of all the independent 
and dependent parameters). We obtain analytical solutions for 
the temperature, density, and axial-velocity variations through 
the machine, which enable use to deduce how the choice of 
design parameters affects the off-design performance of in
dividual stages and of the overall compressor. 

Inherent in the method are two further assumptions, namely 
that the temperature rise coefficient-flow coefficient charac
teristic for each stage is linear and that the stage efficiencies 
are constant between design and off-design conditions. These 
assumptions limit our solutions to operating points close to 
the compressor design point. However, comparisons of our 
solutions with a numerical method (Hynes, 1992), which takes 
a fuller account of the performance changes of blade rows 
with incidence, shows that our approximations are good. Com
parisons with the results of Goede and Casey show similar 
predictions of compressor behavior with variable stator move
ment. 

It is considered that the analytical solutions obtained give 
an improved understanding of the nature of off-design per
formance. Among several applications of the solutions, equa-

Journal of Turbomachinery JULY 1994, Vol. 116/425 

Copyright © 1994 by ASME
Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tions are developed that predict the slope and spacing of 
constant speed characteristics and that show the effects of 
errors in annulus blockage estimates and the slope of the engine 
working line on the matching of individual stages. 

Method 
In this section the basis of the analysis is outlined. After a 

description of the necessary assumptions, the method of so
lution is presented using a limited set of variables. Finally the 
solution for a fuller set of variables is given. 

It is first necessary to make five assumptions, which are 
described below: 

1 Only small changes from the compressor design point are 
considered (the change in any stage flow coefficient is lim
ited to a maximum of 4 percent from its design value). 

2 The stage loading-flow coefficient characteristics for each 
stage of the compressor are assumed to be linear. For the 
unstalled operating range, the stator exit flow angle, a\, 
and the rotor exit relative flow angle, /32 (both measured 
from the axial direction), are assumed to be constant with 
changing flow coefficient. Hence 

* = 
CpAT 

U2 ~~ u 
(tana1+tan j82)=l-</)A' (1) 

where 4> is the stage loading coefficient, <j> is the flow coef
ficient and A '= tana ,+ tan/32, the negative slope of the 
characteristic, which is assumed to be constant. In practice 
the outlet flow angles will increase slightly with incidence 
and the \p-<j> characteristic will "droop" a little as the stall 
point is approached. 
The efficiencies of each stage are assumed to be equal and, 
for the small off-design perturbations considered, they are 
assumed not to change between the design and off-design 
conditions. This implies that a constant polytropic effi
ciency (rip) can be used. In practice, for small changes in 
4> from design, the stage efficiency changes relatively little 
(less than 1 percent for a 10 percent change in flow coef
ficient from design in an example given by Howell, 1945). 
To obtain analytical solutions to the off-design equations 
given below it is necessary to assume that the design value 
of stage loading coefficient {\p*) is the same for every stage 
in the compressor. A study of several modern compressors 
showed this assumption to be close to common design 
choices. In a later section we compare the effects of other 
distributions of design stage loading through the com
pressor by solving the governing equations numerically. 
The changes in gas properties are assumed to occur con
tinuously with axial distance through the compressor, as 
discussed in the introduction. 

Off-Design Performance of a "Baseline" Compres
sor. Consider first the performance of a "baseline" com
pressor using the following variables: i/<, <j>, p (density), T 
(temperature), [/(speed), and M(mass flow rate). We denote 
design values by the superscript " *". For simplicity in this 
first case we take [/and Mto be the same at every axial position 
through the compressor. Consider small perturbations, k(x), 
in the design value of each parameter, where x is the axial 
distance through the compressor. (We choose the scale of x 
such that one unit of axial distance is occupied by one stage. 
Thus an axial compressor of N stages has a length x = N.) 

P(x) 
P*(x) 

i + M * ) 

= \ + kAx) 

</>(*) 

T(x) 

T*{x) 

l+k${x) 

= \ + kr{x) 

_U 

U 
:=l+ku 

_M 

M r = 1 + ArA (2) 

where each of the perturbation terms k has a magnitude much 
less than unity. Note that for this baseline case, ku and kM are 
constants and are independent of x. These parameters are 
related by four equations, as follows. 

Since the polytropic efficiency of each stage is assumed to 
remain constant 

p(x) 
P*(x)' 

T(x) 
T*{x) 

(3) 

where n -- Vp\ 
7 - - 1. For small perturbations this becomes 

( 7 - 1 ) 

kp{x)=nkT(x) (4) 

Consideration of mass continuity at design and off-design 
gives 

M 4> P U 

M*~'4>* p* U* 

and for small changes from the design point it follows that 

kM= k^(x) + kp(x) + ku (6) 

Equation (1), the relation between \j/ and <j>, may be written, 
for small perturbations, 

(5) 

M*)=h M*) (7) 

Finally, for small movements from the design point and for 
^ constant through the compressor, we assume that the ratio 
of the finite change of temperature across the stage to the finite 

N o m e n c l a t u r e 

a,b,n,P,Q,R, 
S, W, 8,6, f, t, K. 

A,/x,e, a, x 
A 

Cp 

constants 
annulus area 
specific heat at 
constant pressure 

K = slope of stage char
acteristic 

M = mass flow rate 
N = number of stages 
T = static temperature 
U = mean blade speed 

Vx = axial velocity 
h = enthalpy 

k = small perturbation 
rT = temperature ratio 
x = axial distance 
a = absolute flow angle 
P = relative flow angle 
7 = ratio of specific 

heats 
i) = efficiency 
6 = nondimensional 

exit temperature 
p = density 
<$> = flow coeffi

cient = Vx/U 
\p = stage loading coef

ficient = Ah0/U
2 

Subscripts 

Superscripts 

w 

I 
II 
0 

* 

/ 
" 

= nondimensional 
temperature 

= compressor inlet 
= compressor exit 
= stagnation condi

tion 

= design condition 
= off-design condi

tion 
= first derivative 
= second derivative 
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design change may be represented by small (differential) quan
tities, so that 

dT dT AT 

dx dx AT* 

If \j/* is constant through the compressor then 

T*(x) = Ti + 
t*U*2x 

and 

Now 

Cp 

dT* t*U*2 

dx 

AT V 

Cp 

U 

(8) 

(9) 

(10) 

AT* t* \U* 

which becomes 
AT 

AT*' 
• \+kAx)+2ku (11) 

Thus a differential equation for the temperature variation 
from design (kT) may be obtained from Eqs. (8), (9), (10), 
and (11) 

kT'{x) -^p2 + x)+kT(x)=k4,(x)+2ku (12) 

We now have four equations (4), (6), (7) and (12) linking 
six parameters. Two of the parameters, however, are inputs 
to the problem: kv (a change in speed) and kM (a change in 
flow rate). The equations are combined to give 

P Q 
kT>(x) + kT(x) 

(R+x) (R+x) 
(13) 

where 

P=l+n[ I - - * 

Q=[l-r*)(kM-ku)+2ku 

K~t*u*2 

This linear, first-order differential equation is solved using 
an integrating factor and the boundary condition that kj(0) = 0 
(the inlet temperature remains constant at T= 7j). 

We then obtain the solution 

kT{x)=- 1 - 1 + 
R 

Expressions for k„(x), k$(x), and k$(x) follow by back-
substitution into Eqs. (4), (6), and (7). 

At the exit from the compressor, where T= 7n at x = N, 

(R + x)=R 1 + Wu* 
CPT{ 

= RrT (15) 

where rT* = Tn*/Tu the ratio of compressor exit to inlet tem
peratures at design. 

Hence 

kTH=kT(N)=j 1-
1 

(T *\p (16) 

This solution for the baseline compressor may be shown to 
be similar to a logarithmic solution obtained by Horlock (1958) 
if the design temperature ratio rT* is not much greater than 
unity. 

A More General Solution. We next derive a more general 
solution in which the compressor design is allowed to change 
slightly from the baseline design. We follow a procedure similar 
to that described above, but now include the effects of other 
input variables. These include 

1 Varying the slopes of the stage characteristics (possibly as 
a result of movement of variable stator vanes), 

K(x) 
= l+kK(x) (17) 

K"(x) 

Allowing annulus areas to change from design to off-design 
(as a function of x), either as a design modification from 
the baseline compressor or due to boundary layer growth, 

A(x) 
-=\+kA{x) (18) 

A'(x) 

Taking account of changes in blade speed due to changes 
in both rotational speed off-design and changes of mean 
radius with x, so that U= U(x), 

U(x) 
-=l+ku(x) (19) 

U*(x) 

Allowing small changes in mass flow due to changes in 
both entry mass flow and to bleed or injection of air along 
the compressor, so that M=M(x), 

M(x) 
l + kM(x) (20) 

M*{x) 

It is possible to obtain an analytical solution if these variables 
take any polynomial function of x, but the solution quickly 
becomes very complicated with the increasing order of the 
polynomials. Here we consider only linear distributions of: 

kuix) = X + &x, kM(x) = e + ix, kK(x) = K + Ax, and 
kA (x) = JX + vx. 

For this case Eq. (13) becomes 

Rp 

M*)=£ 

where 

1 - -
(R+xY 

W(R + x) 

P(P+1) 

R" 

(R + xV • f a» 

s= l~r]{e- X - M + K) + 2X 

and 

W= 1 (i-8-v + \) + 28 

(14) At compressor exit (x = N), 

«m — _ 1-
(rT*r 

WRrT* 

> ( P + 1 ) 
1 - -

{rT*Y 

WN ,„™ 
+ — (22) 

which reduces to Eq. (16) if W=Q and if S=Q. 
Equations 21 and 22 can be used to consider the response 

of a compressor not only to changes in speed and flow rate 
but also to geometric "design" changes in annulus area, mean 
radius, stator stagger angle (which changes the slope of the 
stage characteristics), and/or bleed flows. 

Validity of the Solution 
Two exercises to check the validity of the analytical solution 

were undertaken. First, the results for changes in speed and 
flow (Eq. (14)) were compared with a numerical mean-line 
performance prediction code; and second, the effects of chang
ing stator stagger angles through the compressor were com
pared with results by Goede and Casey (1988). 
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0.000 
10 

Stage 

Fig. 1 Comparison between analytical and numerical solutions 

Comparison of the Solution With Mean-Line Code Re
sults. To check the accuracy of Eq. (14), several test cases 
were compared with the output from a mean-line compressor 
performance code. This code, which was developed by Dr. 
T. P. Hynes at the Whittle Laboratory, is not limited to small 
perturbations from the design point as deviation angles and 
efficiencies are calculated from empirical correlations. 

For a hypothetical ten-stage, high-speed compressor with a 
constant design stage loading (\j/*) of 0.5 for each stage, two 
cases were examined: first a small flow increase above the 
design mass flow rate (kMM*), the speed being held constant, 
and second a small speed increase (kvU*) at a constant mass 
flow rate. Figure 1 compares the changes in flow coefficient 
{k$) calculated with each method for the first test case. Sim
ilarly good agreement was found for all parameters for each 
of the two cases. 

To investigate the sensitivity of the solution to the "small 
perturbation" approximation, the second case was investigated 
with several different positive values of ku (0.001, 0.005, 0.01, 
and 0.05). From these calculations it was decided that, for 
accuracy, the size of the perturbations of the input variables 
(ku and kM) should be such that the size of the flow coefficient 
perturbation {k$) should nowhere exceed 4 percent. 

Comparison of the Solution With the Results of Goede and 
Casey. As another exercise to validate our method, com
parisons were made with the results of Goede and Casey (1988). 
They assumed that compressor speed and flow rate were fixed 
at the design values and they evaluated the distribution of flow 
coefficient after specifying the off-design stage loading dis
tribution through the compressor. Variable stator vanes al
lowed the shapes of the stage characteristics to differ one from 
another. The equations they derived for single stages were 
solved numerically to obtain the distribution of flow coefficient 
through the whole compressor. 

The method of Goede and Casey can be thought of as a 
special case of our analysis. Instead of specifying changes in 
speed, flow and stage characteristic slope (kUt kM, and kK(x)) 
as input variables, they specified speed, flow, and off-design 
stage loading {ku, kM, and k^(x)). They observed that the 
distribution of changes in stage loading from design was ap
proximately linear with stage number for several industrial 
compressors. Consequently they specified linear distributions 
of stage loading as an input to their model. Below we show 
how our new model can provide analytical solutions for the 
same problem. 

After Goede and Casey, assume a priori that 

kj, (x)=a + bx (23) 

where a and b are constants and are both much less than unity. 
Substitution into Eq. (11) yields 

.004 

.002 

.000 

.002 

^ k \ C a s e 2 

Case 1 N . 

Exit / 

Case 3 X 

1 

Inlet 

o Exit 

-.001 k()) .000 

Fig. 2(a) Loci of stage operating points for three distributions of stage 
loading coefficient 

8u 0 | 

6 

TD^case 2 
^ ^ ^ ^ 4 

case 1 11 

A6 J J »3 . 2 \ 

case 3J 
Q4 

6 

c_ - cv 

Fig. 2(b) Loci of stage operating points reproduced from Goede and 
Casey (1988) 

We solve this equation using an integrating factor and the 
same boundary condition as before, namely that kT(0) = 0, and 
obtain 

kT(x) = 
1 

(R+x) 
(2ku+a)x + -

bx2' 
(25) 

kT> (x) (R + x) + kT(x) = a + bx + Iky (24) 

The Goede and Casey analysis assumes that the compressor 
speed and flow rate are fixed at their design values; therefore 
we set ku=kM=0. Back substitution for k$(x) gives 

k*{x)=TRTx-)[ax+^) (26) 

Goede and Casey plotted the change in stage loading against 
the change in flow coefficient for each stage in the compressor 
on one graph, creating a locus of stage operating points. In 
our notation this is equivalent to plotting k^, (x) against k^ (x). 
If we eliminate x between Eqs. (23) and (25) we obtain 

-njkj-a2) 
K"~2(Rb-a + k^) ( 2 / ) 

This relation is plotted in Fig. 2(a) for a six-stage compressor 
for the three different distributions of off-design stage loading 
given in Table 1. The origin of this graph corresponds to the 
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Table 1 Three distributions of k^ as plotted in Fig. 2(a) 

Case 
1 
2 

3 

a 
+0.001 
+0.001 
+0.001 

b 
0 

+0.0005 
-0.0005 

Table 2 The four cases of Fig. 3 

Case 

1 

2 

3 

4 

y* 

V "(n+2) 

w* n 
V "(n+2) 

n n 
(n+2)" V "-(n+1) 

* n 
¥ "(n+1) 

Remarks 

k-p"(x) is positive. Stages get 
rapidly further from their design 
point with increasing axial distance 
through the compressor. 
kT"(x) = 0. The distribution of 
kT(x) is a straight line. 
kT"(x) is negative although kx(x) 
does not tend toward an upper limit 
as x increases. 
kx"(x) is negative. As x increases, 
kj(x) asymptotes toward 

Q 2krjy*-(1-V*)(kM-kTj) 
p \|/*-n(l-y*) 

4 6 
Stage (x) 

Fig. 3 kT plotted against x for four values of <fr* 

compressor design point where, but for any perturbing influ
ence of variable stators, all stage operating points would nor
mally lie. If the stage loading of all stages is increased by 0.1 
percent (case 1) then k$ becomes negative as the flow deceler
ates from its design axial velocity as it passes through the 
compressor. If we exacerbate the situation by reducing the 
slope of the stage characteristics with stage number (case 2) 
then the stage operating points can be seen to move more 
rapidly from the origin. The third case illustrates a situation 
where the slopes of the stage characteristics are progressively 
increased through the machine (negative b). The effect of this 
is to limit the off-design movement of the front stages by 
counteracting the original increase in stage loading (positive 
a). Figure 2(b) is reproduced from Goede and Casey (1988). 
It shows numerical solutions for the same three test cases as 
above. The agreement between the analytical and numerical 
solutions is good. 

The distribution of change in stage characteristic slope (which 
could be caused by variable stators) that is required to obtain 
the specified distribution of k^(x) can be found by back sub
stitution to obtain kK(x). We find 

kK(x)=-
(a + bx) nx(2a + bx) 

- + (28) 
(1-1A/**)' 2(7? + *) 

This relation then gives the stage geometry distribution (the 
variation in K(x), possibly due to changes in stator outlet 
angles aiix)) that would exactly create the linear distributions 
of k,j,(x) assumed a priori by Goede and Casey. 

Similar comparisons were made with the Goede and Casey 
model using results for small changes in compressor speed 
(Casey, 1992). Again good agreement between the numerical 
and analytical solutions was obtained. 

The Off-Design Performance of the Baseline Compres
sor 

In this section we examine three aspects of the off-design 
performance of'the "baseline" compressor, described by Eqs. 
(14) and (16). We begin by considering the importance of the 
choice of the design conditions (\j/*, <£*) and then use the 
equations to derive expressions for the slope and spacing of 
"overall" characteristics (compressor inlet to exit). Finally we 
consider the effects of the slope of the compressor working 
line on stage-matching. 

The Choice of Design Conditions (f*, <)>*) 
The Effect of the Magnitude of\p*. The magnitudes of the 

stage loading coefficient (i/-*) and the overall temperature ratio 
(rT*) at the design point are the factors that most strongly 
influence how a compressor operates under off-design con
ditions. In this section we study how the magnitude of i/<* 
affects how quickly stage operating points move away from 
their design points. Equation (14) gives the solution for the 
temperature distribution when we consider changes in rota
tional speed and flow rate only. Differentiating this equation 
twice with respect to x we obtain 

Q ' - A - < P + 2 ) 

kT"(x) = 
R' (/>+!)! + R 

(29) 

For this example let us consider kv>kM (1 - iA*)/(l + ^*) so 
that Q is positive and that kT(x) is positive for all x. (Similar 
conclusions to those drawn below apply to cases where Q is 
negative but some sign reversal is necessary in the arguments.) 
From Eq. (29) we see that kT•< (x) = 0 if P = - 1, and hence if 
4>* = n/(n + 2). For ^*<n/ (n + 2) the curvature of kT(x) is 
positive whereas for \p*>n/(n + 2) the curvature is negative. 
From Eq. (14) we see that if P is positive then kT(x) will tend 
to Q/P at large values of x. This is the case if \p* >n/(n+ 1). 
We summarize these results in Fig. 3, which shows kT plotted 
against x for four different values of i/-* (for these examples 
ku = 0.001 and kM = 0). Table 2 provides the key to this figure. 

If we assume that r}p = 0.9 and 7=1 .4 then the critical values 
of yj/* are 

= 0.518 - = 0.683 
(n + 2) (n + 1) 

which are greater than typical design values. 
The asymptotic behavior of case 4 in Fig. 3 represents an 

"off-design repeating stage" condition in which k^,(x), k$(x), 
kp(x), and kT(x) converge to unique values with increasing 
x. In practice this effect can be observed at much lower values 
of \j/* than 0.683 because the "droop" of the yf/-<j> stage char
acteristic with decreasing flow coefficient reduces the slope of 
the characteristic. 

The effect of this "repeating" phenomenon is to limit the 
movement of stage operating points from their design points: 
No matter how many stages in the compressor, the magnitudes 
pf kf, k$, kp, and kT never exceed certain fixed values. 

The Effect of the Magnitude o/</>*. It is important to note 
that the analysis given above shows that 4>*(x), the design 
distribution of flow coefficient, has no effect on the off-design 
performance of a compressor in the region of the design point. 
For straight-line \p-(j> characteristics, as long as \p* is the same, 
a fixed percentage change in </> from <j>* will result in the same 
change in 4> from \j/* and so the temperature and density dis
tributions will change in the same way through the compressor, 
no matter what the original choice of 4>* (x) at design. In 
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0.98 

Fig. 4 A plot of overall compressor characteristics for two values of 
design temperature ratio 

Fig. 5 Plot of characteristic slope against the design level of stage 
loading 

may influence our ability practice of course, the value of i 
to attain a certain value of 4>*. 

The Form of the Overall Characteristics. Here we discuss 
the form of overall characteristics of the baseline compressor 
(considering only changes in speed and/or flow for a baseline 
compressor of constant design stage loading). We use the 
expression for the overall temperature rise (Eq. (16)), rewriting 
it as follows for location II at exit from the compressor: 

l + kj 1-H 1 
1 

(.rT*r 
(30) 

We wish to determine how the form of the overall character
istics (the constant speed lines on a plot of nondimensional 
exit temperature, 6, against nondimensional flow rate, M/M *) 
varies with the two important parameters in Eq. (16)—the 
design stage loading coefficient (\p*) and the design overall 
temperature ratio {rT*) (and therefore pressure ratio). 

The Slope of a Constant Speed Characteristic. Differen
tiation of Eq. (30) at constant speed yields the slope of the 
nondimensional constant speed line 

30 ] / 36 
d(M/M*) dk* 

' P 
l~r i 

(rT*Y 
(31) 

which shows how the slope depends on \p* and rT*. This result 
would be modified if efficiency variations were taken into 
account. The slope of the characteristic is independent of the 

1.1 

1.0 

0.9 

Experiment 

Theory 

x k i j = 0.034 

ku= 0.0 

ku= -0.034 

0.95 1.00 1.05 M_ 
M* 

Fig. 6 Comparison between theory and Rolls-Royce Mamba charac
teristics 

rotational speed (i.e., all constant speed lines have the same 
slope) for small perturbations in rotational speed about U*. 

Horizontal Spacing of Constant Speed Characteristics. The 
horizontal spacing of the constant speed lines on the overall 
characteristic plot is given by 

M ' • • 
d(M/M*) 

3{U/U*) 

dkM 

dku 
1 + f 
l - f 

(32) 

which is a function of the stage loading only. 
The two parameters that we have considered, the design 

stage loading (\j/*) and the design temperature ratio (rT*) are 
linked by the number of stages in the compressor. A given 
duty may be achieved by a few stages of high loading or many 
stages of light loading. This relationship is expressed in the 
following equation: 

rT* = l+N 
CpTx 

: - 2 (33) 

Figure 4 shows a typical set of "small perturbation" temper
ature-mass flow characteristics, for rT* = 1.75 and ^* = 0.45. 
They form a set of straight lines of slope determined by rT* 
and i/<*, and horizontal spacing determined by i/'*. If the overall 
temperature rise ratio is increased to 2.5 by keeping î * un
changed and increasing the number of stages, the slope of the 
lines increases but their spacing is unchanged. The constant 
speed lines pivot about points with constant spacing as the 
overall temperature rise (and the number of stages of constant 
i/'*) is increased, as shown in the figure. However, if we consider 
the characteristics of a compressor of a given duty (a fixed 
design temperature rise), then the slope of the constant speed 
lines depends on the value of the stage loading coefficient only. 
Figure 5 shows an example in which rT* = 1.75; the magnitude 
of the slope can be seen to decrease rapidly with increasing 
i/-*. This figure illustrates a series of possible design choices; 
each value of \p* implies a value for the number of stages (or 
the speed of rotation) in accordance with Eq. (33). 

Equations (31) and (32) were used to predict the shape of 
the overall characteristics for the Rolls-Royce Mamba com
pressor. Experimental characteristics together with the pre
diction are shown in Fig. 6. It can be seen that both the slope 
and spacing of the predicted characteristics agree reasonably 
well with the experimental results despite the simplifying as
sumptions used in the model. 

Working Line Considerations. Figure 7 (a-d) shows over
all characteristics and stage characteristics for the front, mid
dle, and rear stages of a nine-stage compressor (0* = 0.45, 
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ku = -.01 
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Fig. 7(a) Overall (inlet to exit) compressor characteristics 

• 0 1 k M - 0 2 

-.10 -.05 .00 .05 

Fig. 7(b) First-stage characteristic 

.10 -.05 .00 .05 

Fig. 7(c) Middle-stage characteristic 

k<|) 

- .10 - .05 .00 

Fig. 7(d) Last-stage characteristic 

.05 , .10 
k<|) 

1.05 

1.00 -

0.95 -

Fig. 8 Lines of no movement from design 

Table 3 The effect of changing design temperature ration, for ip* = 0.45, 
on slope of "no movement" lines 

N 

4 
6 
8 

rT* 

1.30 
1.45 
1.60 

Slope 

0.314 
0.383 
0.432 

rT* = 1.67). The locations of nine operating points are shown 
on each characteristic and indicate how operating conditions 
on the overall characteristics are related to stage operating 
points. For the range of operating conditions considered it can 
be seen that the front stage operating point moves little from 
its design point, but the rear stage is subjected to a wide range 
of flow coefficient. 

This study of the stage off-design performance may be sup
plemented by an inverse approach. Can we determine a locus 
of operating points on the overall characteristics on which a 
chosen stage does not move from its design operating condi
tion? The solution for k^ (the change in flow coefficient) is 

nQ r ' A ~P1 

kAx)=kM k»-p 1- "5 (34) 

For k$ to be zero at an axial location x= a, kM= ky/f(cr), where 
f(a) is readily determined from Eq. (34) for any given P, Q, 
R, \j/*, and n. Using this relationship, a line of "no movement 
from design" may be drawn, for any axial location x=a, on 
the overall characteristics. An expression for the slope of such 
a line may be readily derived and is a function of P, I, \j/*, 
and rT. For the example quoted earlier (rT* = 1.75, i/'* = 0.45) 
Fig. 8 shows such lines of "no movement" for the first, fifth, 
and tenth stages of a ten-stage compressor (a = 0, 4, 9). 

Most engine working lines will be quite close to the line 
shown as a = 4, i.e., the middle stages will move relatively little 
from their design points—a phenomenon well known to com
pressor engineers. The additional point that we make here is 
that the slopes of the "no movement" lines for the entry and 
middle stages are relatively insensitive to the value of stage 
loading (\p*). However, the slopes of these "no movement" 
lines increase with the overall design temperature ratio (or with 
the number of stages for a given loading), particularly at low 
values of temperature ratio. Thus for a compressor with 
\j/* =0.45 and N stages, the slope of the line for the middle 
stage varies with different numbers of stages (and rT *) as shown 
in Table 3. 

The Effect of the Distribution of I/-* Through the Com
pressor 

The discussion of the previous section has shown that the 
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magnitude of the stage loading coefficient (\p*) dominates the 
off-design performance of a compressor. We proceeded to 
investigate whether varying xj/* through the compressor, stage 
by stage, has a similarly powerful effect on the off-design 
performance. 

In theory the axial flow compressor designer has a degree 
of flexibility in choosing the distribution of stage loading, coef
ficient through the machine. In practice this flexibility is limited 
for three reasons. First, to reduce weight and cost, there is 
usually a requirement to design a compressor with as few stages 
as possible, which, for a given duty, implies high stage loading. 
Second, it may be necessary to "off-load" certain stages if 
constraints on the annulus shape or features of the working 
line lead to certain stages being particularly susceptible to stall. 
Thirdly, the rotor speed in a stage is dependent on the radius 
of rotation of the rotor, which itself may be constrained by 
the overall engine geometry. 

If we remove the assumption that the design stage loading 
is constant through the compressor, and allow it to be a func
tion of x, Eq. (13) for the temperature perturbation, kT(x), 
must be rewritten in a more general form such as: 

d{u*kT) 

dx 

where 

= M*(x)-l](kM~ku) 

+ 2kut*(x)-nkTW*(x)-l} (35) 

'(x) 
CpT*(x) CpT, 

U* u' 
+ $ (x)dx 

assuming that U* is constant for convenience. No exact so
lution to Eq. (35) has been obtained, even for a linear distri
bution of \p* (x) and so in this case the equations were solved 
numerically. Solutions of Eq. (35) for kT{x) were calculated 
for three distributions of xfr* (x). The first was for a constant 
value of 0.4 through the machine, the second was for a linear 
increase from 0.3 at inlet to 0.5 at exit, and the third was for 
a linear decrease from 0.5 at inlet to 0.3 at exit (note that each 
distribution has a mean value of 0.4). In each case a small 
change in speed (ku = 0.001) was used to put the compressors 
off-design. Surprisingly perhaps, the distributions of kT(x) 
were very similar for each of the three cases. 

From this and other studies it was concluded that, for small 
changes from design, whereas the mean stage loading has a 
significant effect on off-design performance, the distribution 
of the stage loading coefficient through the compressor has 
little effect. However, for large changes in compressor oper
ating point from design, the distribution of \j/* (x) through the 
compressor will be important in regard to the approach of 
individual stages toward stall and therefore to overall surge 
margin. 

The Effects of Design Changes on Off-Design Perform
ance 

In this section we consider the effects of other changes to 
the baseline compressor involving changes to the compressor 
geometry. Such changes we regard as "redesign" changes. We 
begin by showing how Eqs. (21) and (22) can be used to model 
a variety of geometric changes to the baseline compressor and 
how the off-design performance of the redesigned compressor 
can be calculated. We then show a specific example of how 
this approach can be used to evaluate the effects of errors in 
blockage estimates, decided during the design process, on the 
final compressor performance. 

The Modeling of Design Changes to the Compressor. 
Equation (21), the most general solution for kT(x), enables 
us to consider the effects of small changes to the design of the 
compressor on its off-design performance. Linear distributions 
were specified for the independent variables kv, kM, kK, and 

kA- ^!/ = X + S.v> kM=e + ix, kK=K + \x, and kA = /x + vx. We 
therefore have eight parameters as inputs to the problem: x> 
8, e, i, K, X, ix, and v. Let us divide these parameters into two 
groups; in the first we put the "bulk" changes in speed and 
flow rate (x and e) and in the second we put those parameters 
that require a redesign of the compressor for them to be im
plemented (5, t, K, X, fx, and v). We include in this second 
group t, K, and X, which describe changes in air injection/ 
abstraction and stator stagger angle despite the fact that these 
adjustments are sometimes made to a compressor in service. 
The changes in a compressor brought about by "bulk" changes 
in speed and flow (x and e) we refer to as "off-design" changes 
whereas changes in the other six parameters we refer to as 
"redesign" changes. 

The design performance of the baseline compressor is de
noted by state "B", a redesigned compressor by state "D," 
and a superscript " ' " indicates a change off-design. Then the 
change from B to B' is caused by non-zero values for x and/ 
or e only (the first group of parameters) and the change from 
B to D involves nonzero values for 8, t, K, X, JX, and/or v only 
(the second group of parameters). The change from B to D' 
involves a nonzero value for at least one of the parameters 
from each of the two groups. 

Because our analysis is based on a linearized model, the 
effects of moving from D to D' can be expressed as the effects 
of moving from B to D' minus the effects of moving from B 
to D (provided that the final state D' is itself a small pertur
bation from B), i.e., d^D^D-> = diB^D-> - d{B^D). We can there
fore use Eq. (21) to investigate how changes to the design of 
a compressor can improve its off-design performance. By way 
of illustration we consider the effects of varying mean radius, 
using the expression for blade speed: ku = x + &x, and a "bulk" 
change in flow: kM=e- We consider a nonzero value for x to 
be an off-design change as it could be facilitated by a simple 
change in rotational speed, but we consider a nonzero value 
for 8 as being a redesign change as it clearly implies a different 
compressor geometry (a positive value for 8 describes the mean 
radius increasing with axial distance through the compressor). 

These effects are illustrated on an overall performance plot 
of km against kM, in Fig. 9. 

1 Consider first the design performance of the baseline com
pressor for which km = ku = kM = 0. This is shown as point 
B on Fig. 9. 

e 
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Fig. 9 Redesign changes to the baseline compressor 
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2 We now move the basic compressor off-design, from B to 
B', by specifying /t(,= x = 0.01 and £,w = e = 0.01. 

3 Consider next redesigning compressor B to have an in
creasing mean radius with axial distance. We substitute 
ku=5x (where 5 = 0.001) into Eq. (22) and calculate (km)D-
Compressor D operates at point D on Fig. 9. 

4 We now move compressor D off-design by specifying 
ku = x + &x and kM=e. We arrive at point D'. 

We could specify the magnitude and sign of 5 in accordance 
with a particular design objective, e.g., to improve the position 
of an operating point from B' to D' under a particular off-
design condition {ku-x and kM=e)- Similar changes in both 
design and off-design performance may be initiated by changes 
in kM, kK, and/or kA instead of ku. 

Note that there is a multitude of ways of selecting values 
for the input parameters to ensure that there is any desired 
change, or no change, in compressor exit conditions from the 
design point. If we are free to select only one of the parameters 
ku, kM, kK, kA (and therefore two of the parameters x> &> e, 
i, K, A, n, v), then we are free to set the constants S and J^in 
Eq. (21) to any desired value. We can therefore influence the 
distributions of k^,, k$, kp, and kT. To take a simple example, 
consider "bulk" changes in speed and flow (x and e) imposed 
on a compressor, but with a change in variable stator setting 
for all stages in the machine being possible (K = the same change 
for each stage). We assume all other input parameters to be 
zero (and therefore W=0). If we choose the stator stagger 
setting according to 

(1 + **) 
K=X(T^V6 

then £ will be zero and therefore kT(x) = 0 for all x. With this 
strategy for varying K, the compressor exit pressure could be 
held constant despite changes in speed (x) and flow rate (e) 
(over a limited range). 

To take another example, suppose that it is necessary to 
change the distribution of mean radius with axial distance 
through the compressor. This is reflected in a change in mean 
blade speed and so is described by ky = x + 5x. How would we 
need to change the annulus area distribution to maintain the 
original pressure ratio at the design point? To set 5 and W to 
zero in Eq. (21) we must choose 

kA = /x + vx 

where 

(1 + **) , ( ! + * * ) 
M = " X (T^) "=" 5 (WO 

With this change in area distribution S = W- 0 and so km, the 
change in compressor exit temperature, is zero; therefore our 
objective is met. 

The Effects of Errors in Blockage Estimates. The purposes 
of including area variation in the more general solution were 
twofold: first, to enable the effects of changing the annulus 
area during the design process to be studied (as in the example 
above), and second, to investigate the consequences of errors 
in annulus blockage estimates or changes in blockage between 
design and off-design conditions. By "blockage" we mean here 
the annulus area seemingly lost due to the displacement thick
nesses of the endwall boundary layers. 

Thus we first postulate a compressor, having been designed 
with an incorrect estimate of blockage, somehow running with 
this incorrect design level of blockage; in this condition all 
parameters are at their design values, denoted by an asterisk. 
We now imagine the blockage to change to its correct (actual) 
value and as a result the other parameters change to what we 
have previously referred to as "off-design" values. 

The calculations outlined below were made for a ten-stage 
compressor with the following design parameters: i/<* = 0.4; 

.05 

..101 1 1 1 ' J 
0 2 4 6 8 10 

Stage (x) 
Fig. 10(a) Effect of blockage errors for a compressor on a test bed 

Stage (x) 
Fig. 10(b) Effect of blockage errors for a compressor in an engine (note 
change of scale) 

Tx = 288 K; U* = 300 m/s; rjp = 0.9. Typical blockage estimates 
for such a compressor might be 2 percent of annulus area at 
inlet, growing linearly to 7 percent at compressor exit. Let us 
assume that this compressor was designed with the values above 
but that the real levels of blockage encountered are only three-
quarters of these values. The area perturbation is therefore 

kA = 0.005 + 0.00125* {jx = 0.005, v = 0.00125) 

The conditions under which the compressor operates will have 
an important effect on its response to this change in annulus 
area. If we consider the compressor to be running on a test 
bed where rotational speed and mass flow rate are held constant 
at their design values as the blockage is supposed to change, 
then ku = kM = Q. Figure 10(«) shows the solutions for AY (the 
temperature change) and k^ (the flow coefficient change) plot
ted against x (i.e., the conditions that actually occur). It can 
be seen that the effect of overestimating the blockage in this 
case has led to the exit temperature being 3.0 percent greater 
that its intended design value and the exit flow coefficient being 
8.1 percent below its intended design value. These are quite 
sizable changes from the intended design and, considering the 
reduction in flow coefficient in the last stage, one could expect 
the compressor to have a surge margin considerably less than 

• it was expected to achieve. 
Consider now the compressor operating in a simple aero

engine with choked turbine and propelling nozzles, at a con
stant ratio of turbine entry temperature to compressor entry 
temperature (an approximately fixed fuel throttle setting). As 
the blockage is hypothetically reduced from its incorrect design 
level to its correct level, the turbine temperature and pressure 
ratios and hence the compressor temperature and pressure 
ratios will remain unchanged. As the blockage is reduced, the 
engine speed will "automatically" fall slightly to maintain the 
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compressor pressure ratio. The nondimensional flow function 
at compressor inlet is unchanged and, as the compressor inlet 
pressure and temperature remain constant, the inlet mass-flow 
must remain the same; we therefore set kM = 0. In this case, 
then, to obtain the solution we simply choose a value of ku 

(a change in speed) such that the temperature at compressor 
exit equals its design value (i. e., kj{ 10) = 0). Figure 10(d)sho ws 
the solutions for kT and k$ plotted against x. In this case the 
maximum change in flow coefficient from design is only - 1.4 
percent and the small change in engine speed is - 0 . 4 percent. 
These are small values and are unlikely to cause serious prob
lems to the compressor's off-design operation. As a guideline, 
the change in flow coefficient is similar to the magnitude of 
the error in blockage, in percentage points. This analysis sug
gests that accurate estimation of blockage for the design of 
aero-engine compressors is less critical than has been previously 
thought. 
Conclusions 
1 An analysis of the off-design performance of multistage 

axial-flow compressors, based on an analytical solution, 
has been presented. This analytical solution is found to 
agree well with previous numerical solutions and provides 
more insight and understanding than current computer 
methods. 

2 It is shown that, by changing the slopes of stage charac
teristics, variable stagger stator vanes have a major influ
ence on the way that stage operating points move from 
their design points. The results of Goede and Casey (1988) 
have been obtained with an analytic solution. 

3 It is shown that the mean design value of stage loading 
coefficient, \p*, has a dominant influence on the off-design 
performance. It controls the spacing of constant-speed 
overall characteristics and, together with the design tem
perature ratio, determines the slope of overall character
istics. The distribution of stage loading through the 
machine, \t>* (x), was seen to have little effect. In the region 
of the design point, the magnitude and distribution of flow 
coefficient at design, 4>*, is seen to have little or no effect 
on compressor off-design performance. 

4 For large values of \p* (and for compressors approaching 
stall), the stage operating points approach a "repeating 
stage" condition. At this condition, all stages operate at 
the same fixed percentages of design flow coefficient and 
loading. 

5 The slope of the engine working line, overlaid on overall 
compressor characteristics, has a strong influence on the 
distribution of off-design movement through the com

pressor. For a typical working line it is shown that the 
middle stages of a compressor move little from their design 
operating points. 

6 A method is presented for analyzing the effects of design 
changes on an existing compressor. It is shown how ju
dicious redesign can, within the limitations of small per
turbations, counteract potential problems in off-design 
performance. 

7 In the context of compressors for gas turbine engines, small 
errors in blockage estimates made during the design process 
do not have serious consequences for the installed com
pressor. This is due to the "self-adjusting" nature of the 
engine working line. 
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Viscous Analysis of Three-
Dimensional Rotor Flow Using a 
Multigrid Method 

A three-dimensional code for rotating blade-row flow analysis has been developed. 
The space discretization uses a cell-centered scheme with eigenvalue scaling for the 
artificial dissipation. The computational efficiency of a four-stage Runge-Kutta 
scheme is enhanced by using variable coefficients, implicit residual smoothing, and 
afull-multigrid method. An application is presented for the NASA rotor 67 transonic 
fan. Due to the blade stagger and twist, a zonal, nonperiodic H-type grid is used 
to minimize the mesh skewness. The calculation is validated by comparing it with 
experiments in the range from the maximum flow rate to a near-stall condition. A 
detailed study of the flow structure near peak efficiency and near stall is presented 
by means of pressure distribution and particle traces inside boundary layers. 

Introduction 
In the last decade Fluid Dynamics has undergone impressive 

evolution both in the understanding and in the simulation of 
flow features. In this process, Computational Fluid Dynamics 
(CFD) is playing a more and more important role. Modern 
turbomachinery operates under very complex three-dimen
sional flow conditions, and further improvement requires de
tailed knowledge of the flow structure. Particularly, the need 
to estimate off-design conditions, secondary flows, and heat 
transfer forces us to look at viscous models. The real flow 
inside a turbomachine is unsteady and strongly influenced by 
rotor-stator interactions, wake, and clearance effects. Even if 
some important steps have been made in the time-accurate and 
time-averaged simulation of entire stages (e.g., Rai, 1987; Rao 
and Delaney, 1990; Adamczyk et al., 1990), a steady blade-
row analysis should still be considered a basic tool for modern 
design. The works of Subramanian and Bozzola (1987), Chima 
and Yokota (1988), Choi and Knight (1988), Davis et al. (1988), 
Hah (1989), Nakahashi et al. (1989), Weber and Delaney (1991), 
and Dawes (1992) are some important steps in the prediction 
of three-dimensional viscous cascade flows. 

In 1988, the University of Florence started a joint project 
with NASA (ICASE and ICOMP) on viscous cascade flow 
simulation. During this research project, the TRAF2D and 
TRAF3D codes (TRAnsonic Flow 2D/3D) were developed (Ar
none and Swanson, 1988; Arnone et al., 1991, 1992). Those 
codes are capable of solving viscous cascade flows using H-
type or C-type grids and of predicting heat transfer effects. In 
the present work, the procedure was extended to the case of 
rotating blade passages. Particular attention has been dedi
cated to important aspects such as minimization of the grid 
skewness, accuracy, and computational cost. 

Contributed by the International Gas Turbine Institute and presented at the 
38th International Gas Turbine and Aeroengine Congress and Exposition, Cin
cinnati, Ohio, May 24-27, 1993. Manuscript received at ASME Headquarters 
February 12, 1993. Paper No. 93-GT-19. Associate Technical Editor: H. Lukas. 

As for accuracy, nonperiodic C- or H-type grids are stacked 
in three dimensions. The removal of periodicity allows the grid 
to be only slightly distorted even for cascades having a large 
camber or a high stagger angle and twist. This allows us to 
pick up details of the throat flow with a reasonable number 
of grid points. A very low level of artificial dissipation is 
guaranteed by eigenvalue scaling, which is a three-dimensional 
extension of the one proposed by Swanson and Turkel (1987), 
and Martinelli and Jameson (1988). 

The two-layer eddy-viscosity model of Baldwin and Lomax 
(1978) is used for the turbulence closure. 

As for efficiency, the Reynolds-averaged Navier-Stokes 
equations are solved using a Runge-Kutta scheme in con
junction with accelerating techniques. Variable-coefficient im
plicit residual smoothing, as well as the Full-Approximation-
Storage multigrid scheme of Brandt (1979) and Jameson (1983) 
are used in the TRAF3D code. Those accelerating strategies 
are implemented in conjunction with grid refinement to get a 
Full Multigrid Method. 

The code is validated by studying the NASA rotor 67 tran
sonic fan. This fan has important viscous and three-dimen
sional effects and experiments are available in a wide range of 
flow rates from the maximum one to near stall. Moreover, 
this geometry was recently proposed as an AGARD test case 
for code validation (Fottner, 1990) and calculations from sev
eral authors are available for discussion. 

By using the accelerating strategies, accurate, viscous three-
dimensional solutions can be obtained in about half an hour 
on a modern supercomputer such as a Cray Y-MP. 

Governing Equations 
Let p, u, v, w, p, T, E, and H denote, respectively, density, 

the absolute velocity components in the x, y, and z Cartesian 
directions, pressure, temperature, specific total energy, and 
specific total enthalpy. The three-dimensional, unsteady, 
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Reynolds-averaged Navier-Stokes equations can be written for 
a rotating blade passage in conservative form in a curvilinear 
coordinate system £, rj, f as 

d{J~lQ) dF dG dH dFv dGv dH„ 

dt ' + d%+ dV
+ dt di, + dr, + dt +I (1) 

where the Cartesian system x, y, z is rotating with angular 
velocity 0 around the x axis, 

pu I I puU+%xp 
Q={pv\, F=rllpvU+^p 

pw\ I pwU+Zj)' 
, p £ ; KpHU-^p) 

G = J~ 

'pV 
puV+i)xp 
pVV+1)yP 
pwV+iizp ' 

^pHV-i\,pJ 

(2a) 

(26) 

'pW 

puW+txp 
H=J~1l pvW+tyP 

pwW+tzP 
.pHW-t.p 

The contravariant velocity components of Eqs. (2) are written 
as 

U=£, + £xu + £yv + £zw 

V=rj, + rixu + riyv + rizw 

W=t<+t*u + tyV+tzw (3) 
and the transformation metrics are defined by 

kx = J(y-nzs-yizn), ^y = J(z1x[-ZfXy,) 

iz = J{xnyi-xty^, Vx=J(y^i-y^) 

7iy = J(ztXi:-z(xt), i}x = J{xtyi-xiyi) 

tx = J(yiZri-ziyn), ty = J(zi:Xv-xizv) 

tz = J(x^yv-yixri), £,= -x,ix-y&y-z,Zz 

Vt = ~ xf\x -yiVy-ZtVz> tr= - X, tx ~yity~ Z, tz 

x, = 0, y,= -Qz, z, = Qy (4) 

where the Jacobian of the transformation J is 

J~l= xtffy+x^ytzk + x^y^Zr, - Xj.ytzv - xvy(z{ - xtyvz^ (5) 

The viscous flux terms are assembled in the form 

0 

I kx^xx ' ky^xy ' kz^xz \ 

rv = J \ SxTyx ' KyTyy """ <tzTyz I 

kx^zx ~*~ ky^zy "•" %zTzz 

• kftr+fA + kft-

0 
\VxTXx+l}yTXy + T)zTX: 

GV=J' { 1\xTyX + UlyTyy + 7)zTyZ | 

VxTzx + VyTzy + nzTzz 

• Vxfix + Vy^y + Vzfiz 

0 

. bx^xx~r byfxy "T" izTxz j 

ii„ = J { £xTyx"r by7yy "•" SzTyz I 

bx7zx i hy^zy ' fz7zz 

(6) 

Txx = 2tiux + \(ux+Vy+wz) 

Tyy=2lXVy+\(Ux+ Vy + Wz ) 

T« = 2jj.Wz + \(UX+ Vy+ Wz) 

Txy=TyX=lx(Uy+Vx) 

Txz = Tzx = IJ.(Uz+Wx) 

Tyz = TZy = H(Vz+Wy) 

Px = UTXX + VTXy + WTXZ + kTx 

fiy = UTyX + VTyy + WTyZ + kTy 

Pz = "Tzx+VTZy+WTzz + kTz (7) 

and the Cartesian derivatives of Eq. (7) are expressed in terms 
of £, ij, and f derivatives using the chain rule, i.e., 

ux=Lue + rixuTI+txut (8) 

The pressure is obtained from the equation of state, 
p = PRT (9) 

According to the Stokes hypothesis, X is taken to be - 2p./Z 
and a power law is used to determine the molecular coefficient 
of viscosity p as function of temperature. The eddy-viscosity 
hypothesis is used to account for the effect of turbulence. The 
molecular viscosity /x and the molecular thermal conductivity 
k are replaced with 

li = m + lit (10) 

JL\+ A 
Pr/ , \P r 

(H) 

where cp is the specific heat at constant pressure, Pr is the 
Prandtl number, and the subscripts / and t refer to laminar 
and turbulent, respectively. The turbulent quantities p., and Pr, 
are computed using the two-layer mixing length model of Bald
win and Lomax (1978). The contribution of the eddy viscosity 
is computed separately in the blade-to-blade direction TJ and 
in the spanwise direction f. The inverse of the square of the 
wall distances d is then used to compute the resulting eddy 
viscosity, 

1 

/ = • 

1 1 

/*/=/(/*<), + (!-/) (Mr 

(12) 

(13) 

where 

The transitional criteria of Baldwin and Lomax are adopted 
on the airfoil surface while on the end walls, the shear layer 
is assumed to be fully turbulent from the inlet boundary. 

Spatial Discretization 
Traditionally, using a finite-volume approach, the governing 

equations are discretized in space starting from an integral 
formulation and without any intermediate mapping (e.g., 
Jameson et al., 1981; Ni, 1981; Holmes and Tong, 1985). The 
transformation metrics of Eq. (4) can then be associated with 
the projections of the face areas as the contravariant com
ponents of Eq. (3) can be related to the normal components 
of the relative velocity. In the present work, due to the large 
use of eigenvalues and curvilinear quantities, we found it more 
convenient to map the Cartesian space (x, y, z) in a generalized 
curvilinear one (£, ?j, f). In the curvilinear system, the equation 
of motion, Eq. (1), can be easily rewritten in integral form by 
means of Green's theorem and the metric terms are handled 
following the standard finite-volume formulation. The com
putational domain is divided into hexahedrons and the trans
formation metrics are evaluated so that the projected areas of 
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the cell faces are given by the ratio of the appropriate metric 
derivatives to the Jacobian ones, i.e., t;x/J is the projection 
onto the x axis of a cell face at a fixed £ location. A cell-
centered scheme is used to store the flow variables. On each 
cell face the convective and diffusive fluxes are calculated after 
computing the necessary flow quantities at the face center. 
Those quantities are obtained by a simple averaging of adjacent 
cell-center values of the dependent variables. 

Boundary Conditions 

In cascade calculations we have four different types of 
boundaries: inlet, outlet, solid walls, and periodicity. At the 
inlet, the presence of boundary layers, on hub and tip end 
walls, is accounted for by giving a total pressure and a total 
temperature profile whose distribution simulates the experi
mental one. According to the theory of characteristics, the 
flow angles, total pressure, total temperature, and isentropic 
relations are used at the subsonic-axial inlet, while the outgoing 
Riemann invariant is taken from the interior. At the subsonic-
axial outlet, the average value of the static pressure at the hub 
is prescribed and the density and components of velocity are 
extrapolated together with the circumferential distribution of 
pressure. The radial equilibrium equation is used to determine 
the spanwise distribution of the static pressure. On the solid 
walls, the pressure is extrapolated from the interior points, 
and the no-slip condition and the temperature condition are 
used to compute density and total energy. For the calculations 
presented in this paper, all the walls have been assumed to be 
at a constant temperature equal to the total inlet one. 

Cell-centered schemes are generally implemented using 
phantom cells to handle the boundaries. The periodicity from 
blade passage to blade passage is, therefore, easily superim
posed by setting periodic phantom cell values. On the bound
aries where the grid is not periodic, the phantom cells overlap 
the real ones. Linear interpolations are then used to compute 
the value of the dependent variables in phantom cells. Even 
if this approach does not guarantee conservation of mass, 
momentum, and energy, no accuracy losses have been expe
rienced unless strong flow gradients occur along nonperiodic 
grid boundaries with strong differences in mesh size. In the 
present work, the number of fine cells to be used for inter
polation on a coarse cell never exceeded three. 

The clearance region is handled by imposing periodicity con
ditions across the airfoil without any modelization of the blade 
cross section. 

Artificial Dissipation 

In viscous calculations, dissipating properties are present 
due to diffusive terms. Away from the shear layer regions, the 
physical diffusion is generally not sufficient to prevent the 
odd-even point decoupling of centered schemes. Thus, to main
tain stability and to prevent oscillations near shocks or stag
nation points, artificial dissipation terms are also included in 
the viscous calculations. Equation (1) is written in semidiscrete 
form as 

^ + C(Q)-D(Q)=0 (14) 
at 

where the discrete operator C accounts for the physical con
vective and diffusive terms, while D is the operator for the 
artificial dissipation. The artificial dissipation model used in 
this paper is basically the one originally introduced by Jameson 
et al. (1981). In order to minimize the amount of artificial 
diffusion inside the shear layer, the eigenvalue scaling of Mar-
tinelli and Jameson (1988), and Swanson and Turkel (1987) 
have been used to weight these terms. The quantity D(Q) in 
Eq. (14) is defined as 

D(Q) = (D\-D\ + D2
J,-Dtl + D\-D\)Q (15) 

Journal of Turbomachinery 

where, for example, in the £ curvilinear coordinates we have, 

DlQ=-7((Ai+W2j,ke^y2j,k)^Qij,k 

^Q=V£(A /+1 /2,MeS4
+

>,/2,M)A«V {A fQ ;,M (16) 

i,j, kare indices associated with the £, rj, f directions and V f , 
A{ are forward and backward difference operators in the £ 
direction. The variable scaling factor A is defined for the three-
dimensional case as 

.. A(+ , / 2 j ,* = -[(Aj)y iy t+(A{),-+, iM] (17) 

where 
As = $?Xj (18) 

The definition of the coefficient $ has been extended to the 
three-dimensional case as follows: 

where X?, X,, and Xf are the scaled spectral radii of the flux 
Jacobian matrices for the convective terms, 

Xt= It/I+*>/£+£ + £ 

\=\V\ +a\J -ql + rti + Til 

Ar=ijH+flVtf+tf+ri (2°) 
and a is the speed of sound. Note that the effect of grid rotation 
is accounted for in Eq. (20) through the definition of the 
contravariant components of velocities of Eq. (3). The ex
ponent a is generally defined by 0 < a < 1, and for two-
dimensional applications, a value of 2/3 gives satisfactory re
sults. In three-dimensional cascade flow calculations, we gen
erally have highly stretched meshes in two directions near 
corners. We found that a = 0.4 introduces enough scaling 
without compromising the robustness. The coefficients e<2> and 
e(4) use the pressure as a sensor for shocks and stagnation 
points, and are defined as follows: 

£ i ! i /2 j ,p i ( ! ) MAX(x j _ u , b viJtk, v,+ hM, vi+2j,k) (21) 

Pi- \J,k - 2PiJ,k + Pi+ l,j,k ,,,,,.. 

Pi- l,j,k+ZPi,j,k + i+\,j,k 

ei?i/2j.* = MAX[0, (Km-e<ftl/2J,k)] (23) 

where typical values for the constants K^ and Kw are 1/2 and 
1/64, respectively. For the remaining directions J\ and f, the 
contribution of dissipation is defined in a similar way. The 
computation of the dissipating terms is carried out in each 
coordinate direction as the difference between first and third 
difference operators. Those operators are set to zero on solid 
walls in order to reduce the global error on the conservation 
property and to prevent the presence of undamped modes 
(Pulliam, 1986; Swanson and Turkel, 1988). 

It is important to anticipate now that from the definition 
of residual of Eq. (25), variable scaling, and time steps of Eqs. 
(26), (27), (28), the artificial dissipation is scaled with a factor 
proportional to the ratio between the global time step and the 
in viscid time step. Close to solid walls, the grid volume is very 
small and viscous time step limitation is dominant. The ratio 
of the time step over the inviscid one becomes very small and 
most of the artificial dissipation is removed. 
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Time-Stepping Scheme 
The system of the differential Eq. (14) is advanced in time 

using an explicit four-stage Runge-Kutta scheme until the 
steady-state solution is reached. A hybrid scheme is imple
mented, where, for economy, the viscous terms are evaluated 
only at the first stage and then frozen for the remaining stages. 
If n is the index associated with time we will write it in the 
form 

Qm = Q" 

Qw = Q^ + aiR{Qm) 

QV = QM + a2R(Q") 

Q(3) = Q(0) + a3*(Q ( 2 )) 

Q(4» = Q(0) + a4tf(e<3>) 

, « + i _ r ) ( 4 ) 

1 i i 
« , = - , « 2 = - , ^3 = » ' «4 = 1 (24) 

where the residual R(Q) is defined by, 

R(Q)=AtJ[C(Q)-D(Q)] (25) 

Good, high-frequency damping properties, important for the 
multigrid process, have been obtained by performing two eval
uations of the artificial dissipating terms, at the first and second 
stages. It is worthwhile to notice that, in the Runge-Kutta 
time-stepping schemes, the steady-state solution is independent 
of the time step; therefore, this stepping is particularly ame
nable to convergence acceleration techniques. 

Acceleration Techniques 
In order to reduce the computational cost, four techniques 

are employed to speed up convergence to the steady-state so
lution. These techniques: (1) local time-stepping; (2) residual 
smoothing; (3) multigrid; (4) grid refinement; are separately 
described in the following. 

Local Time-Stepping. For steady-state calculations with a 
time-marching approach, a faster expulsion of disturbances 
can be achieved by locally using the maximum available time 
step. In the present work the local time step limit A? is computed 
accounting for both the convective (A/c) and diffusive (Atd) 
contributions as follows: 

At=c0 
AtcAtd 

Atc + Atd 

(26) 

where c0 is a constant usually taken to be the Courant-Fried-
richs-Lewy (CFL) number. Specifically, for the inviscid and 
viscous time step we used, 

1 (27) Atr X? + X, + Xj. 

Atd 

K,^J2(SlS) + S\S\ + S\Sl) 

(28) 

pPr 

where y is the specific heat ratio and 

S\=4+y\ + z\, Sl = xl+y\ + zl, S\=x)+y]+z2
it (29) 

K, being a constant whose value has been set equal to 2.5 based 
on numerical experiments. 

Residual Smoothing. An implicit smoothing of residuals 
is used to extend the stability limit and the robustness of the 
basic scheme. This technique was first introduced by Lerat in 
1979 in conjunction with Lax-Wendroff type schemes. Later, 
in 1983, Jameson implemented it on the Runge-Kutta stepping 

scheme. In three dimensions we carried out the residual 
smoothing in the form 

(l-/3?V fA f)(l-/3„V,A,)(l-/3 fV fAj-)/?=,R (30) 

where the residual R includes the contribution of the variable 
time step and is defined by Eq. (25) and R is the residual after 
a sequence of smoothing in the £, TJ, and f directions with 
coefficients ft, ft,, and /3f. For viscous calculations on highly 
stretched meshes the variable coefficient formulations of Mar-
tinelli and Jameson (1988) and Swanson and Turkel (1987) 
have proven to be robust and reliable. In the present paper, 
the expression for the variable coefficients /3 of Eq. (30) has 
been modified to be used in three dimensions as follows: 

ft, = MAX 

ft, = MAX 

ft. = MAX 

}• 
}• 
\ 

1 
4 

1 

4 

1 

4 

~ / CFL X£ 

\CFL* Xf + X, + Xf 

" / CFL X, 

\CFL* Xf + X, + Xf 

" / CFL Xf 

\CFL* Xf + X„ + Xf 

*, 1 

*, 1 (31) 

where the coefficients $*, $y< and * z are the ones defined in 
Eqs. (19), and CFL, and CFL* are the Courant numbers of 
the smoothed and unsmoothed scheme, respectively. For the 
hybrid four-stage scheme we used CFL = 5 and CFL* = 2.5. 

Multigrid. This technique was developed in the beginning 
of the 1970s for the solution of elliptic problems (Brandt, 1979) 
and later was extended to time-dependent formulations (Ni, 
1981; Jameson, 1983). The basic idea is to introduce a sequence 
of coarser grids and to use them to speed up the propagation 
of the fine grid corrections, resulting in a faster expulsion of 
disturbances. In this work we used the Full Approximation 
Storage (FAS) schemes of Brandt (1979) and Jameson (1983). 

Coarser auxiliary meshes are obtained by doubling the mesh 
spacing and the solution is defined on them using a rule that 
conserves mass, momentum, and energy, 

(^1Q (0 ))2/, = E ( / " 1 e ) / , 02) 
where the subscripts refer to the grid spacing, and the sum is 
over the eight cells that compose the 2h grid cell. Note that 
this definition coincides with the one used by Jameson when 
the reciprocal of the Jacobians are replaced with the cell vol
umes. To respect the fine grid approximation, forcing func
tions P are defined on the coarser grids and added to the 
governing equations. So, after the initialization of Q2h using 
Eq. (32), forcing functions P2h are defined as, 

Pih = VRh{Qh)-R2h{Q{2h (33) 

and added to the residuals R2h to obtain the value R2h, which 
is then used for the stepping scheme: 

R*2i, = R2h(Qih)+P2h (34) 

This procedure is repeated on a succession of coarser grids and 
the corrections computed on each coarse grid are transferred 
back to the finer one by bilinear interpolations. 

A V-type cycle with subiterations is used as a multigrid 
strategy. The process is advanced from the fine grid to the 
coarser one without any intermediate interpolation, and when 
the coarser grid is reached, corrections are passed back. One 
Runge-Kutta step is performed on the h grid, two on the 2h 
grid, and three on all the coarser grids. It is our experience in 
cascade flow calculations that subiterations increase the ro
bustness of the multigrid. 

For viscous flows with very low Reynolds number or strong 
separation, it is important to compute the viscous terms on 
the coarse grids, too. The turbulent viscosity is evaluated only 
on the finest grid level and then interpolated on coarse grids. 

On each grid, the boundary conditions • are treated in the 
same way and updated at every Runge-Kutta stage. For econ-
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omy, the artificial dissipation model is replaced on the coarse 
grids with constant coefficient second-order differences. 

The interpolations of the corrections introduce high-fre
quency errors. In order to prevent those errors from being 
reflected in the eddy viscosity, turbulent quantities are updated 
after performing the stepping on the fine grid. On coarse grids, 
the turbulent viscosity is evaluated by averaging the surround
ing fine grid values. 

Grid Refinement. A grid refinement strategy is used to 
provide a cost-effective initialization of the fine grid solution. 
This strategy is implemented in conjunction with multigrid to 
obtain a Full Multigrid (FMG) procedure. With the FMG 
method, the solution is initialized on a coarser grid of the basic 
grid sequence and iterated a prescribed number of cycles of 
the FAS scheme. The solution is then passed, by bilinear in
terpolations, onto the next, finer grid and the process is re
peated until the finest grid level is reached. In the present paper 
we have introduced three levels of refinement with respectively 
two, three, and four grids. 

Computational Grid 
The three-dimensional grids are obtained by stacking two-

dimensional grids generated on blade-to-blade surfaces at con
stant radii (£, 7/ plane). In order to minimize the grid skewness, 
in the blade-to-blade projection, the grid structure can be cho
sen on the basis of the blade geometry and flow conditions. 
Turbine blades are generally characterized by blunt leading 
edge and high turn with a subsonic incoming flow in the relative 
plane. For these geometries, nonperiodic C-type grids have 
proven to be effective (e.g., Arnone et al., 1991, 1992). In the 
case of a compressor, and particularly for a fan, the leading 
aspect of the geometry is the high stagger and twist, while the 
leading edge is often quite sharp (Fig. 1). In addition, the 
incoming flow in the relative plane can be supersonic for a 
large part of the blade span. As a consequence, a C-type struc
ture of the grid may smear too much of the bow shock away 
from the leading edge (i.e., Weber and Delaney, 1991). In the 
present work, a nonperiodic H-type grid was implemented. 
The removal of mesh periodicity allows the grid to accom
modate highly staggered airfoils with a low level of skewness. 
To minimize the undesired interaction between strong flow 
gradients and nonperiodic boundaries the mesh correspond
ence is broken before the leading edge and on the wake, but 
not inside the blade channel. The inviscid grids are elliptically 
generated, controlling the grid spacing and orientation at the 
wall. Viscous blade-to-blade grids are then obtained from in-
viscid grids by adding lines near the wall with the desired 
spacing distribution. 

For highly twisted blades, a low grid skewness in the various 
span wise sections can also be maintained by adjusting the grid-
point distributions on the suction and pressure sides of the 
blade. 

In the spanwise direction (f) a standard H-type structure is 
used. Near the hub and tip endwalls, geometric stretching is 
used for a specified number of grid points, after which the 
spanwise spacing remains constant. 

Application and Discussions 
As validation of the procedure that has been described above, 

the TRAF3D code was used to study the NASA rotor 67 tran
sonic fan. This first-stage rotor of a two-stage transonic fan 
was designed and tested with laser anemometer measurements 
at NASA Lewis (Pierzga and Wood, 1985). The rotor has 22 
low aspect ratio (1.56) blades and was designed for a rotational 
speed of 16,043 rpm, with a total pressure ratio of 1.63 and 
a mass flow of 33.25 kg/s. Experiments for simple blade-row 
code validation are available for the rotor without inlet guide 
vanes or downstream stators, and include detailed data near 

Fig. 1 Three-dimensional inviscid grid for the NASA rotor 67 transonic 
fan 

the peak efficiency and stall conditions. This rotor geometry 
has been recently proposed as an AGARD test case (Fottner, 
1990) and several authors (Adamczyk et al., 1993; Chima, 
1991; Hah and Reid, 1992; Jennions and Turner, 1993) have 
computed this geometry trying to understand the complex na
ture of transonic rotor flows. Therefore theoretical predictions 
from different codes are also available in the bibliography for 
comparisons and discussions. 

A three-dimensional view of an inviscid grid for the rotor 
is given in Fig. 1. In previous works by the author (Arnone et 
al., 1991, 1992), a two-and three-dimensional grid dependency 
study was carried out in order to figure out the mesh require
ments necessary to obtain a space-converged calculation, es
pecially for viscous details such as losses, skin friction, and 
heat transfer. Those results can be extrapolated to the case of 
rotating blade passages. Using the algebraic turbulence model 
of Baldwin and Lomax (1978), ay+ at the wall of about four, 
with a Reynolds number of about one million, gives satisfac
tory results unless heat transfer details are needed. This y+ 

value was achieved with a mesh spacing at the wall in the blade-
to-blade direction of 2 x 10~4 times the hub axial chord. In 
the spanwise direction, due to the relatively thick inlet bound
ary layer, the mesh spacing at the wall was fixed at 1 X 10"3 

times the hub axial chord. One hundred thirty-seven points 
were used in the streamwise direction and 49 in the blade-to-
blade and hub-to-tip directions. Sixty-five points were located 
on the suction and pressure side of the airfoil. In the spanwise 
direction, four cells lie inside the clearance region. Three grid 
Sections at 70, 30, and 10 percent of the span from the shroud, 
are shown in Figs. 2(b), (c), and (d), respectively. Figure 2(a) 
gives a meridional view of the grid. 

Following the approach suggested by Pierzga and Wood 
(1985) the comparison between calculations and experiments 
is carried out using the mass flow rate nondimensionalized 
with the choke flow rate as equivalence criteria. However, good 
agreement was also found in terms of absolute quantities. The 
TRAF3D predicts 34.5 kg/s while 34.96 ks/s was the measured 
one. This underestimation of the choke flow rate of about 1.3 
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Fig. 3 Convergence history for the near-peak efficiency condition (NASA 
rotor 67 transonic fan) 
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Fig. 2 137 x 49 x 49 viscous grid for the NASA rotor 67 transonic fan 

percent agrees with the viscous prediction of Chima (1991) and 
Jennions and Turner (1993). The peak efficiency and near-
stall conditions correspond to a nondimensional flow rate of 
0.989 and 0.924, respectively. 

The inlet boundary layer in the endwall region is accounted 

for by giving a total pressure profile. The thickness of the 
boundary layer is taken from experiments and the 1/7 power 
law velocity profile is used to estimate the distribution of total 
pressure. The core flow is assumed uniform. 

The convergence of the root mean square of the norm of 
residuals is given in Fig. 3. This calculation refers to the near-
peak efficiency condition, and requires about 35 minutes on 
the NASA Lewis Cray Y-MP to achieve a four decades' re
duction in the residuals and corresponds to 100 multigrid cycles 
on the finest grid level using four grids. More than 35 minutes 
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Fig. 5 Predicted and measured exit survey data near peak efficiency 
(NASA rotor 67) 
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Fig. 6 Predicted and measured exit survey data near stall (NASA 
Rotor 67) 

were needed only for solutions close to the stall condition. The 
global mass flow error has always been found to be less than 
1(T3 

Calculations were performed for 13 different values of the 
nondimensional flow rate in order to reproduce the operating 
characteristics of the rotor at the design speed. Results are 
summarized in Fig. 4 in terms of rotor adiabatic efficiency and 
rotor total pressure ratio. A nondimensional value of the mass 
flow rate equal to about 0.91 was the smaller value for which 
a steady solution was obtained. Further increase in the exit 
pressure would produce tip stall. The prediction of the rotor 
efficiency is quite good and agrees with the indication of Jen-
nions and Turner (1993) in the fact that the abrupt decrease 
going from peak efficiency to stall conditions is smoothed out 
in the calculations. The peak efficiency is predicted at a slightly 
lower mass flow rate. Some underestimation in the total pres
sure ratio across the rotor should be noticed, but it seems to 
be evident only when approaching the stall condition. It is 
believed that the following aspects could be investigated in 
order to understand and/or address this problem: 

• The distribution of the inlet boundary layer has been mod
eled only in terms of boundary layer thickness while exper
iments also show some gradients in the inviscid core of the 
inlet flow. 

8 The Baldwin-Lomax turbulence model is not very effective 
for transonic flow with strong adverse pressure gradients 
(Dawes, 1990). 

• Measurements of the machine geometry while running have 
shown some deformation not included in the present cal
culations (Fottner, 1990). 

• The tip clearance model that has been used is quite simple 
and clearance flow becomes important when the stall con
dition is approached (Adamczyk et al., 1993; Jennions and 
Turner, 1993). 

The quality of the computed solutions is evaluated by com
paring the spanwise distribution of circumferential energy-
averaged thermodynamic quantities downstream of the rotor 
to experiments. The predicted distribution of static pressure, 
flow angle, total pressure, and total temperature at the rotor 
exit is compared to experiments in Figs. 5 and 6 for conditions 
near peak efficiency and stall, respectively. The agreement is 
good on the whole. The radial distribution of the static pressure 
is well reproduced (see Figs. 5(a) and 6(a)), which indicates a 
good estimation of the global losses. The exit angle is up to 5 
deg off in the central part of the blade span (Figs. 5(b) and 
6(b)), but this agrees with the calculations of Chima (1991) 
and Jennions and Turner (1992). From the plots of total pres
sure and total temperature of Figs. 5, 6(c), and 6(d) we can 
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Fig. 7 Measured (left) and predicted (right) relative Mach number con
tours near peak efficiency (NASA rotor 67) 

see that the overall prediction of the rotor characteristic is well 
reproduced. 

As is well known, the flow pattern inside a rotor like the 
NASA 67 transonic fan is very complicated and characterized 
by effects such as shock-boundary layer interaction, clearance 
flow, and three-dimensional separation with vortex rollup. One 
attempt at interpreting the structure of the computed flow field 
can be analyzing the relative flow on blade-to-blade and mer
idional surfaces. Pictures of the limiting streamlines inside the 
boundary layer can be obtained by means of particle traces. 

Blade-to-Blade Flow. Figures 7 and 8 report the computed 
and measured relative Mach number contours at three different 
locations of the blade span. The agreement with experiments 
is qualitatively good and the bow shock is not too smeared 
away from the leading edge. It is also interesting to notice that 
those contours agree very well with the ones obtained by Jen-
nions and Turner (1993) using a two-equation model for the 
turbulence closure. 

Near peak efficiency, the shock system has a lambda struc
ture with a bow shock. The passage shock crosses the blade 
channel and involves about 30 percent of the upper part of 
the airfoil (see Figs. 7, and also 10 and 11). Approaching the 
stall condition (Fig. 8) the passage shock moves upstream and 
stands in front of the blade so that the airfoil pressure side is 
no longer intercepted (see also Figs. 12 and 13). 

Blade Surface Flow Pattern. Pressure distribution and a 
restriction of the particle traces close to the airfoil surface are 
used to interpret the flow pattern inside the blade boundary 
layer. A schematic of this structure for the peak efficiency 

Fig. 9 Schematic of the suction side boundary-layer flow structure near 
peak efficiency (NASA rotor 67) 

condition is depicted in Fig. 9. As discussed by Weber and 
Delaney (1991) and Hah and Reid (1992), most of the sepa
ration and outward flow is observed on the suction side of the 
blade. The passage shock is quite strong in the upper part of 
the rotor and the losses in axial momentum result in a rapid 
turn toward the shroud. The separation due to shock-boundary 
layer interaction is evident in Figs. 10 and 11. Separation lines 
are characterized by flows going toward the line, while where 
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suction side shock suction side shock 

a) pressure b) particle traces 

Fig. 10 Pressure contours and particle traces close to the blade pres
sure side near peak efficiency (NASA Rotor 67) 

pressure side shock 

a) pressure b) particle traces 

Fig. 11 Pressure contours and particle traces close to the blade suction 
side near peak efficiency (NASA rotor 67) 

the flow reattaches, the particle traces look like they are going 
away from the line (see Fig. 9). Such a situation is very clear 
in Figs. 10(c) and 13(d). The passage shock also induces sep
aration on the blade pressure side but only in the very upper 
part of the airfoil. The blowup of Fig. 10(c) shows the abrupt 
radial migration with separation and reattachment. 

In the central part of the blade span, the passage shock loses 
intensity and the flow lift-off is mostly related to the adverse 
pressure gradient in the axial direction. Eventually, near the 
trailing edge, the flow separates on the suction side (see Fig. 
11(6)). 

Close to the blade root, the flow is strongly influenced by 
a vortex rollup on the leading edge. As also pointed out by 
Chima (1991), particles undergo a high relative incidence close 
to the hub, which causes the low-momentum fluid to separate 
and migrate radially outward (see Figs. 10(b) and 11(b)). 

In accordance with the calculations of Weber and Delaney 
(1991), Chima (1991), and Jennions and Turner (1993), a sep
aration bubble is observed on the blade suction side near the 
hub (Figs. 9, 11(6), and 13(d)). 

The flow structure of the near-stall operating condition is 
qualitatively similar to the peak efficiency previously discussed. 
Now the passage shock has moved upstream and the pressure 
side is shock free (Fig. 12(a)) with basically no radial flow 
mixing (Fig. 12(6)). On the contrary, on the suction side, the 
shock involves most of the blade span (Fig. 13(a)) and induces 
a strong outward flow with very clear separation and reat-

a) pressure b) particle traces 
Fig. 12 Pressure contours and particle traces close to the blade pres
sure side near stall (NASA rotor 67) 

bow shock 

i 

a) pressure 
particle traces 

Fig. 13 Pressure contours and particle traces close to the blade suction 
side near stall (NASA rotor 67) 

leakage vortex 

Fig. 14 Particle traces and relative Mach number contours in the clear
ance region near peak efficiency (NASA rotor 67) 

tachment lines (Fig. 13(d)). The vortex rollup on the pressure 
side of Fig. lO(d') has now moved upstream and stands in front 
of the blade leading edge (Fig. 13(c)). The separation bubble 
on the suction side near the hub looks slightly smaller. On the 
shroud, the bow shock interacts with the casing boundary layer 
and the flow separates as depicted in Fig. 13(6). 
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Fig. 15 Particle traces and relative Mach number contours in the clear
ance region near stall (NASA Rotor 67) 

Clearance Flow Pattern. A picture of the clearance flow 
pattern is obtained by plotting the relative Mach number con
tours and a restriction of the particle traces on a blade-to-
blade surface midway between the blade tip and the casing. 
Once again the flow structure looks very similar to the one 
computed by Jennions and Turner (1993). 

The TRAF3D code predicts two tip vortices, which intersect 
before midchannel. At peak efficiency (Figs. 14(«) and 14(b)), 
the shock system still shows a lambda structure and interacts 
with the tip vortices. A first vortex is observed close to the 
leading edge and a second leakage vortex forms at an axial 
location just after the pressure side shock. The two vortices 
sum up before crossing the passage shock as shown in Fig. 14. 
When approaching the stall condition there is interaction be
tween the leading edge shock separation and the leading edge 
vortex (Adamczyk et al., 1991; Jennions and Turner, 1993). 
The leading edge vortex is now associated with the casing 
separation of the bow shock, while the leakage vortex has 
moved upstream. The two vortices interact very soon while 
going toward the pressure side of the next consecutive blade 
(Figs. 15(b) and 15(c)). Figure 15(c0 indicates a strong link 
between the shock system and the tip vortices for this flow 
condition. 

Hub Endwall Flow Pattern. Particle traces in the hub 
boundary layer are reported for completeness in Figs. 16 and 
17. The high angle of attack experienced by the flow in this 
region and previously discussed is evident. The separation bub
ble close to the trailing edge causes an easily visible lack of 
particles, which, when injected close to the blade, roll up ra
dially. 

Conclusions 
The central-difference, finite-volume scheme with eigenval

ues scaling for artificial dissipation terms, variable-coefficient 
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Fig. 16 Particle traces close to the hub endwall near peak efficiency 
(NASA rotor 67) 

Fig. 17 Particle traces close to the hub endwall near stall (NASA 
rotor 67) 

implicit smoothing, and full multigrid has been extended to 
predict three-dimensional rotating blade passages. The pro
cedure has been validated by comparing it with experiment for 
the NASA rotor 67 in a wide range of mass flow rate. With 
these accelerating strategies, detailed three-dimensional viscous 
solutions can be obtained for a reasonable fine grid in about 
half an hour on a modern supercomputer. 
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Behavior of Three-Dimensional 
Boundary Layers in a Radial 
inflow Turbine Scroll 
A detailed experimental investigation was carried out to examine the three-dimen
sional boundary layer characteristics in a radial inflow turbine scroll. Some basic 
flow phenomena and growth of secondary flow were also investigated. In the inlet 
region of the scroll, the incoming boundary layer begins to have a skewed nature, 
namely the radially inward secondary flow caused by the radial pressure gradient. 
From the inlet region to one third of the scroll circumference, the secondary flow 
grows so strongly that most of the low-momentum fluid in the incoming boundary 
layer is transported to the nozzle region. The succeeding elimination of the low-
momentum fluid in the boundary layer suppresses growth of the boundary layer 
farther downstream, where the boundary layer shows a similar velocity profile. The 
distributions of the boundary layer properties in the scroll correspond well to those 
of the flow properties at the nozzle. The behavior of the boundary layer in the scroll 
is found to affect the circumferential nonuniformity of the nozzle flow field. 

Introduction 
Vaneless scroll nozzles are widely used in small turbochargers 

because of their easy manufacture, low production cost, and 
wide range of operation. Unlike the vaned scroll nozzle,the 
peripheral velocity in the vaneless scroll should be high so that 
a turbine can be operated satisfactorily. Although the nozzle 
flow field seems to suppress the development of the boundary 
layer, the unavoidable high peripheral velocity generates the 
strong secondary flow in the scroll passage. The flow is dis
torted in the axial and peripheral directions (Miller et al., 1988; 
Inoue et al., 1987). It is well known that the distortion in the 
axial direction is due to the secondary flow generated in the 
scroll passage. The flow is so skewed axially that the reverse 
flow can be seen at the central part of the scroll nozzle for 
small outlet flow angle conditions. Moreover, there exists a 
circumferential nonuniformity, which has been considered to 
be due to the wake of the tongue and potential effects of the 
three-dimensional scroll configuration. 

Measurements of the scroll flow field were conducted, for 
example, by Miller et al. (1988), Malak et al. (1987) and 
Tabakoff et al. (1984), but they were limited to the nozzle 
region and the mainstream of the scroll passage hindered by 
the complicated three dimensionality of the scroll configura
tion. The investigation on the three-dimensional boundary layer 
of the scroll is considered to be insufficient. In the present 
investigation, the detailed measurement of the scroll flow field 
and the side wall boundary layer have been conducted to study 
the development of the secondary flow and the three-dimen
sional boundary layer, and then, the formation process of the 

Contributed by the International Gas Turbine Institute and presented at the 
38th International Gas Turbine and Aeroengine Congress and Exposition, Cin
cinnati, Ohio, May 24-27, 1993. Manuscript at ASME Headquarters March 1, 
1993. Paper No. 93-GT-138. Associate Technical Editor: H. Lukas. 

peripheral nonuniformity in the nozzle flow field has been 
clarified. Similar phenomena are considered to be seen in the 
flow field of a hydraulic turbine (Vu and Shyy, 1990) and an 
inlet scroll of a industrial compressor. 

The vibration of the rotor blade is excited periodically by 
the nonuniform nozzle flow and the blade fatigue destruction 
breaks out especially for modern high specific speed turbine. 
The uniformity of the nozzle flow field improves, not only 
decreasing the unsteady loss of the turbine rotor but also re
ducing the moment of inertia of the rotor. The small inertia 
contributes to improve the response of turbocharged engines, 
which have desirable characteristics on exhaust emission, fuel 
consumption, and engine weight. 

Experimental Apparatus and Experimental Method 
The experimental apparatus is shown in Fig. 1. The front 

wall of the scroll was composed of a large disk 1 and a small 
eccentric disk 2 on which a traverse mechanism was equipped. 
The disks were rotated by microstep stepping motors to po
sition radius and azimuth angle of the traverse mechanism. A 
three or five-hole probe was driven by two small-sized stepping 
motors to measure the flow direction, pressure, and velocity 
at an arbitrary point in the scroll. 

The plane view of the scroll is shown in Fig. 2(a). The scroll 
outer wall is composed of a logarithmic spiral, the radius of 
which is represented as 

/•5=100 exp 
7jr 

3 " 
6 1 tan <x (1) 

where d is an azimuth angle measured from the tongue edge. 
A tongue of 6, = 30 deg is installed at the end of the convergent 
inlet duct. The cross-sectional configuration of the scroll pas
sage is rectangular and a cylindrical inner wall with a diameter 
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of 180 mm is installed at the center of the scroll. The simple 
cross-sectional shape allows a precise measurement of the front 
and rear wall boundary layers. Figure 2(a) shows an arrange
ment of the measuring sections in which measurement points 
of the boundary layer investigation are distributed as Fig. 2(b). 

scroll block ,3"-' i n l e t 

inner wall 

The rear wall can be moved axially to vary the outlet flow 
angle by changing the scroll and nozzle passage height ratio 
bs/be with the principle of mass and angular momentum con
servation. For our scroll, the outlet flow angle is simply given 
by 

tan a = — tan a, 
b„ 

(2) 

Fig. 1 Schematic of experimental apparatus 

Variations of the cross-sectional shapes of the scroll for meas
ured bs/be ratio"are shown in Fig. 2(c). The clearance between 
outer and rear wall was sealed by silicone foam rubber to 
prevent air leakage. Experiments were performed at normal 
temperature and constant plenum pressure of 4.9 X 103 Pa gage 
for which the inlet mean velocities c; are 25.7 to 23.4 m/s. The 
development of the secondary flow was investigated by meas
uring the three-dimensional velocity field with the five-hole 

Outer wall 

(a) Plane view and measuring section 
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Fig. 2 Scroll configuration and measuring point 

Nomenclature 

A, = bfrM-r&v) = scroll 
inlet area 

B = blockage factor 
bs, be = passage height of scroll 

and nozzle 
c, = scroll inlet mean veloc

ity 
c(cn c6, cz) = measured velocity 

vector 
KE = kinetic energy of 

meridional flow 
Kj = rfii - mean inlet angu

lar momentum 
r, 8, z = cylindrical coordinates 

rh = inner wall radius 
n = (rs(0) + rs(2Tr))/2 = 

scroll mean inlet radius 
rs = scroll outer wall radius 

defined in Eq. (1) 
s(s„ se, sz) = secondary flow velocity 

vector 
SE = kinetic energy of sec

ondary flow 
U = streamwise velocity at 

u, w 

u+,y+ 

V<>r. Vi, Vz) 

y 
a 

<xs 

6 

5U, 5W 

8„ 5$ 

8 

the boundary layer 
edge 

= streamwise and cross-
flow velocity in the 
boundary layer 

= universal velocity and 
universal distance 

= velocity vector of axi-
symmetric potential 
flow 

= distance from wall 
= flow angle measured 

from peripheral direc
tion 

= spiral angle of scroll 
outer wall 

= boundary layer thick
ness 

= streamwise and cross-
flow displacement 
thickness 

= radial and peripheral 
displacement thickness 

= azimuth angle meas-

6U, 6W 

P 

s 
SP 

Subscripts 
/ 

MR 

r 
-

~ 

= 

ured from the tongue 
edge 

= streamwise and cross-
flow momentum thick
ness 

= density 
= vorticity normal to 

meridional plane 
= total pressure loss coef

ficient (defined in Eq. 
(Al)) 

= front wall 
= measured region in the 

meridional cross sec
tion 

= rear wall 
= peripheral average at 

the nozzle (defined in 
Eq. (A2)) 

= axial average at the 
nozzle (defined in Eq. 
(A3)) 

= total average at the 
, nozzle (defined in Eq. 

(A4)) 
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Fig. 4 Meridional velocity vector and total pressure loss contour 

probe up to distance of 1 mm from the front and rear walls 
and up to 6 mm from the outer and inner walls. The nozzle 
performance was evaluated at the cylindrical region with a 
radius of 74 mm. The boundary layer investigation was con
ducted by measuring the velocity component within the plane 
parallel to the wall up to distance of 0.2 mm from the front 
and rear walls using the three-hole probe. The boundary layer 
edge was determined at the location where a total pressure was 
99.5 percent of the local mainstream value. As shown in Fig. 
Al, the boundary layer velocity profile were resolved into a 
streamline coordinate system with "streamwise" and "cross-
flow" components in which the displacement and momentum 
thicknesses were defined. They are listed in the appendix. 

Results and Discussion 

Nozzle Performance and Scroll Flow Field. The nozzle 
performance is evaluated by mass-flow weighted average, the 
definitions of which are listed in the appendix for peripheral, 
axial, and total average. In Fig. 3, basic characteristics of the 
scroll nozzle are represented. Figure 3(a) displays an axial 
distribution of inward radial velocity averaged in the peripheral 
direction normalized by the total averaged radial velocity. The 
smaller the bs/be ratio becomes, the more flow field skews, so 
that the fluid hardly flows at the center of the nozzle for bs/ 
be = 1.9 and the flow reverses for bs/be = 1.5. In Fig. 3(b), 
total pressure loss normalized by the dynamic pressure of the 
scroll inlet mean velocity becomes large with bjbe ratio de-

1 2 0 1 6 0 2 0 0 

radius r 

Fig. 5 Average angular momentum distribution 

creasing because of the flatter cross-sectional scroll configu
ration and reverse flow phenomena at the nozzle. Figure 3(6) 
also shows theoretical flow angle_defined by Eq^ (2) and mean 
outlet flow angle determined as a = tan~'(c,./ce). 

Figure 4 shows meridional velocity vector and contour of 
total pressure loss coefficient for section 9. The velocity vec
tors, which represent secondary flow characteristics, show 
larger inward radial component near the side walls where total 
pressure loss increases. A corner secondary flow, which con
verts a main flow toward a corner, is observed at the rear wall 
and the inner wall intersection. A high loss region can be seen 
near the inner wall where the velocity vectors toward the nozzle 
are also large. Since the tendency of high meridional velocity 
near the both side wall continues, the nozzle flow field is skewed 
in axial direction. The nozzle flow field is not uniform in the 
peripheral direction as well as in the axial direction. This will 
be discussed later in detail. 

Supposing conservation of angular momentum, the scroll 
flow field is considered to be fundamentally free vortex. Figure 
5 shows the distribution of axially averaged angular momentum 
in the scroll passage normalized by the inlet mean angular 
momentum Ki. At the end of the convergent duct, section 2, 
the angular momentum varies with radius; therefore, the flow 
is not completely of free vortex type. Below section 3, however, 
the distribution is uniform, showing the formation of free 
vortex flow except for a wake region and near the outer wall 
where outer wall boundary layer begins to be observed. It is 
found that the formation of free vortex flow is completed for 
the tongue angle of 30 deg, over which the total pressure loss 
increases (Inoue et al., 1987). 

Development of Secondary Flow. In order to investigate 
the development of secondary flow in the scroll passage, the 
following values are defined at each measuring section. A 
sectional mean kinetic energy is defined by using the measured 
meridional velocity as 

(<?r++cbcedA/\ CgdA (3) 
MR J MR 

where integration is performed over the measured region by 
the five-hole probe. A secondary flow vector s was defined as 
a projection of measured velocity vector C to the plane normal 
to reference velocity vector V whose meridional component 
was determined for each cross section by the solution of the 
axisymmetric potential flow equation described by stream 
function with the boundary condition of constant inflow ve
locity cr = (Ar/r,)tan as at the outer wall (Hara et al., 1991): 

S = C-
C V 
IVI2 

Radial and axial components of the secondary vector are used 
to evaluate the kinetic energy of the secondary flow. 
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Fig. 6 Vorticity, meridional kinetic energy, and secondary kinetic 
energy 

S £ = 1 (4+^)cgdA/\ cedA (4) 

A peripheral vorticity £ normal to the measuring section is 
calculated by a numerical differentiation of the meridional 
velocity field as 

dz dr 

and its sectional mean is defined by 

\£\dA 

VC--

2irCi/(Ai/r,) dA 

(5) 

(6) 

The kinetic energies of the meridional flow and the secondary 
flow are represented in Fig. 6. The kinetic energy of the sec
ondary flow, which represents a viscous effect on the scroll 
flow field, increases in the inlet region of the scroll, because 
the incoming boundary layer begins to skew and is carried 
inward radially and because the outer wall boundary layer, 
which is not measured in this investigation but an evidence is 
mentioned later, is joined to the side wall boundary layer. 
However, this energy decreases gradually for more than 60 deg 
azimuth angle representing the elimination of low-momentum 
fluid to the nozzle. For bs/be = 2.8 and 3.7, secondary flow 
changes little downstream from section 9, because the pro
duction and elimination of the secondary flow tend to balance. 
For bs/be = 1.5 and 1.9, secondary flow does not saturate 
immediately because of greater production of loss in the scroll 
passage owing to flatter cross-sectional shape (see Fig. 2(c)) 
and reverse flow phenomena. 

The difference between meridional and secondary kinetic 
energy represents an inviscid or potential effect of the nozzle 
to the meridional flow field. Since the cross-sectional area of 
the scroll passage decreases, the difference increases down
stream. Although the secondary flow energy decreases in the 
azimuthal direction as mentioned above, the meridional kinetic 
energy tend to saturate in azimuth direction on the whole. For 
bs/be = 3.7 and 2.8, however, the kinetic energy increases 
slightly from 6 = 60 deg to 270 deg, because the z component 
of the meridional velocity vector becomes large with the scroll 
cross section being flattened for large azimuth angle. 

The sectional mean vorticity increases at the scroll inlet re
gion but gradually decreases downstream like the secondary 
flow distribution. This also represents the elimination of the 
boundary layer. 

Fig. 7 Streamwise velocity profile of boundary layer 

Table 1 Radii of velocity profile measurement 
Sectic 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 

>n= 2 
O 122.7 
• 126.3 
A 133.3 
© 140.3 
X 147.3 
X 154.3 
+ 161.3 
Y 168.3 
^ 175.3 
X 182.3 
Z 189.3 
X 192.8 
* 
xjs 
<?> 

• A 

3 
117.6 
122.7 
129.7 
136.7 
143.7 
150.7 
157.7 
164.7 
171.7 
178.7 
183.9 

-
-
-
-
-
-

5 
76.8 
80.0 
88.0 
92.0 
96.0 

102.2 
109.2 
116.2 
123.2 
130.2 
137.2 
144.2 
151.2 
158.2 
165.2 
172.2 
178.4 

8 
77.3 
80.0 
88.0 
92.0 
96.0 
99.8 

106.8 
113.8 
120.8 
127.8 
134.8 
141.8 
148.8 
155.8 
159.5 

_ 
-

10 
77.2 
80.0 
88.0 
92.0 
96.0 
99.5 

106.5 
113.5 
120.5 
127.5 
134.5 
141.5 
145.0 

_ 
_ 
_ 
_ 

13 
77.1 
80.0 
88.0 
92.0 
96.0 

100.3 
107.3 
114.3 
121.3 
125.6 

. 
_ 
. 

. 

Boundary Layer Profile. Measurement of boundary layer 
is made by using the three-hole probe at the measuring point 
shown in Fig. 2. Semilogarithmic plots of the streamwise ve
locity profiles are presented in Fig. 7 for six cross sections of 
the front wall boundary layer. For each cross section, all the 
data from outer wall to nozzle are plotted in one frame with 
different symbols, which correspond to the measuring radii 
shown in Table 1. A solid line represents the velocity profile 
based on the usual law of the wall (w+ = 2.5 In y+ + 5.5). 
Deviation from logarithmic law at several cross sections in
dicates the following phenomena: beginning of skew of the 
incoming boundary layer in the turning duct of the scroll inlet 
(section 2), an accumulation of low-energy fluid on the tongue 
(section 3) and an interaction of the tongue wake with boundary 
layer (section 5). In the second half of the scroll passage, 
logarithmic velocity profiles are observed. 

Figure 8 displays polar diagrams of the boundary layer pro
file, which represent skewed nature near the outer region of 
the boundary layer. The boundary layer hardly skews in section 
2. In section 5, some data are seen to skew contrary due to 
the interaction of boundary layer and the tongue wake. The 
value of w/U becomes larger as the radius is smaller in section 
'3 and in the downstream passages (sections 8-13). Although 
the tendency is similar for these sections, skew reduces down
stream, slightly suggesting the decrease Of secondary flow and 
sectional mean vorticity (see Fig. 6). 

Development of Side Wall Boundary Layer. Figure 9 rep
resents the contour maps of the main stream velocity and some 
boundary layer characters of the front wall for bs/be = 3.7. 
In Fig. 9(a), the streamwise velocity at the boundary layer edge 
displays a transition from straight flow to free vortex flow in 
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the inlet turning duct region and shows the almost axisymmetric 
nature in the scroll passage. In Fig. 9(b), the streamwise dis
placement thickness increases slightly in the inlet region of the 
scroll and decreases gradually downstream. A region of very 
thick boundary layer is seen below the tongue. It should be 
noted that the crossflow displacement thickness and the cross-
flow momentum thickness have negative values. This means 
that the transportation and the force acting on the boundary 
layer fluid in inward radial direction is greater than the main 
stream value. In Figs. 9(£>) and 9(c), it is observed that absolute 
value of the crossflow displacement thickness increases sys
tematically from the inlet turning duct to the inlet region, and 
some considerably high streaks of boundary layer come from 
outer wall of the wall of the scroll. These correspond to the 
development of secondary flow in the inlet region shown in 
Fig. 6. The absolute values of both distributions decreases 
downstream. 

Figures 10(a) and (b) are contour maps of the crossflow 
momentum thicknesses for bs/be = 3.7 and 1.9, which rep
resent the skewed nature of the boundary layer. Both figures 
represent developments in the turning duct and the inlet region 
of the scroll. However, these developed boundary layers have 
been convected to the nozzle region as far as section 8 especially 
for bs/be = 3.7. It seems that a region of large crossflow 
momentum thickness in Fig. 10(a) is generated by the region 
of a thick streamwise momentum thickness after the tongue 
in Fig. 9{d). Near the inner wall represented by a broken line, 

.5 

0 

0 

.5 

0 

Section 2 

Section 3 

1 ' x ' x * V * ? V 

Y Y++ Section 5 

* $ x 0 * ^ V , 

J - + 

Section 8 

Section 10 

x *z+xY <f^L 

' 
Section 13 

.5 1 .5 
u/U u/U 

Fig. 8 Polar diagram of boundary layer 

however, a rapid increase, which is not caused by the wake of 
the tongue, is observed for bs/be = 1.9 indicating the strong 
secondary flow phenomena. Below section 9 or 10, the dis
tributions of the boundary layer show axisymmetric nature, 
which indicates that generation and transportation of the 
boundary layer are balanced downstream in the scroll. One 
can analyze scroll boundary layer by simple axisymmetric the
ory for this region (Hara et al., 1991); however, it is found 
that three-dimensional boundary layer treatment or Navier-
Stokes analysis is required to estimate the whole flow field of 
the scroll. 

Streamlines were drawn to express the path of the trans
portation of boundary layer fluid on the front wall in Fig. 11. 
We used the flow angles of the closest measuring points to the 
wall, which had been found to be almost equivalent to the 
limiting streamline by applying the experimental data to 
Mager's (1952) velocity profile of the skewed boundary layer. 
All the streamlines inside the side wall boundary layer at section 
1 reach to the nozzle as far as section 6 indicating a strong 
inward radial transportation of the boundary layer fluid. Al
though there is displayed a streamline pattern only for bs/be 

= 3.7, they are surprisingly similar for other bs/be ratios re
gardless of the difference of secondary flow energy of Fig. 6 
and the crossflow momentum thickness distributions of Fig. 
10. This looks like a contradiction; however, the main flow 
direction for small bs/be ratio is near peripheral or negative to 
make the skew angle large. 

The blockage factor of the scroll passage originating in the 
front and rear wall boundary layer can be evaluated from 

B=\S {Ufief+ UMdrA \ S (ce/+ cer)dr (7) 

where 8g/ and 8er are the front and rear wall peripheral dis
placement thickness given by coordinate transformation of Eq. 
(A9). c s /and cSr are front and rear wall peripheral velocity at 
the boundary layer edge. The denominator of the equation 
represents the sectional flow rate of the scroll passage without 
the boundary layer. The result is shown in Fig. 12 for all bs/ 
be ratios. Owing to the accelerating flow, the value of the 
blockage factor is so small that correction of the flow area of 
the scroll passage is hardly needed. Although the blockage 
factors in the inlet region depend on the incoming boundary 
layer, the factor decreases gradually below section 8 caused 
by the inward radial transportation of the boundary layer. 

Boundary Layer and Flow Properties at the Nozzle. Figure 
13 represents the distribution of peripheral and radial dis
placement thicknesses at the nozzle, which are also given by 
coordinate transformation from the streamline coordinate val-

b,=. 2mm 

b s / b e = 3 . 7 
(a) Streamwise velocity 
at boundary layer edge 

ib 

bs/be=3.7 
(b) Streamwise displacement 

thickness 
Fig. 9 Contours of boundary layer parameters 

b s / b e = 3 - 7 
(c) Cross-flow displacement 

thickness 

b s / b e = 3 . 7 
(d) Streamwise momentum 

thickness 
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b s / b e = 3 . 7 
A=0.1 nun. 

bslbe= Ol .5 Q1.9 A 2.8 (D3.7 

(a) Cross-flow momentum thickness (°) Cross-flow momentum thickness 

Fig. 10 Contour of crossflow momentum thicknesses 

Fig. 11 Front wall streamline 
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Fig. 12 Blockage distribution 

ues. Since the inward radial velocity in the boundary layer is 
greater than that of the mainstream, the value of radial dis
placement thickness is negative. The radial boundary layer 
thickness distributions of the front and rear wall are shown 
separately in Fig. 13(a). For bs/be = 3.7, we can see clearly 
the locations at which the incoming boundary layers issue. For 
front wall, the location coincides with the result of streamline 
observation in Fig. 11. Although all the streamlines inside the 
incoming boundary layer of the front wall seem to issue at 
near 6 = 45 deg, the location can not be seen clearly for bs/ 
be = 1 . 5 and 1.9, and they are hidden by the development of 
boundary layer itself. For rear wall and bs/be = 3.7, the lo
cation is considered to be 9 = 120 deg. This difference is based 
on the asymmetric scroll cross-sectional configuration, because 
the incoming boundary layer on the rear wall must be carried 
over the inner wall surface. As the geometric asymmetry be
comes small, the difference decreases for small bs/be ratio. 

Figure 14 represents the peripheral distribution of nozzle 
flow properties, which are obtained by mass flow weighted 
average of the nozzle flow field. The definitions should be 
referred to the appendix. One can find that the nozzle flow 
fields for every flow condition are nonuniform in the peripheral 
direction and are influenced by the boundary layer. The high 
loss region and the peripheral velocity defect are seen where 

0 90 180 2 7 0 3 6 0 
azimuth angle 9 (deg) 

(a) Radial displacement thickness 
of front and rear wall 

bslbe= 0 1.5 Q1.9 ^ 2 . 8 0 3 . 7 

0 9 0 1 8 0 2 7 0 3 6 0 

azimuth angle 0 (deg) 

(b) Radial and peripheral displacement 

thickness distribution 

Fig. 13 Distribution of displacement thickness at the nozzle 

boundary layers are thick. Comparing the distributions of pe
ripheral velocity and peripheral displacement thickness in Fig. 
13(6) for bs/be — 3.7, it is found that the nozzle flow field is 
influenced by the incoming boundary layer. 

The radial velocity distribution nondimensionalized by mean 
radial velocity is shown in Fig. 14. It may be easy to understand 
the flow phenomena, if the radial velocity increases to satisfy 
the radial equilibrium condition at the position where periph
eral velocity decreases. However, the position of maximum 
radial velocity does not coincide with the minimum peripheral 
velocity and is not extremely influenced by the bs/be ratio. 
According to an inviscid calculation by the authors (Furukawa 
et al., 1991), the nozzle flow property fairly varies in peripheral 
direction. The present scroll, which is designed by the condition 
of linear decrement of sectional flow rate, may inherently have 
a nonuniform velocity distribution. 
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Fig. 14 Flow property at the nozzle 

Conclusion Remarks 
In this experimental study, the most characteristic behavior 

of the three-dimensional boundary layer in a radial inflow 
turbine scroll has been clarified by analyzing the secondary 
flow kinetic energy distribution, the blockage factor distri
bution, the contour maps of the boundary layer integral pa
rameters, and the streamlines in the boundary layer. In the 
inlet region of the scroll where the free vortex flow field is 
already formed, the incoming boundary layer begins to have 
a skewed nature, namely, radially inward secondary flow caused 
by the radial pressure gradient. The radial mass flux in the 
boundary layer is larger than that in the mainstream because 
of the radially inward secondary flow. From the inlet region 
to one third of the scroll circumference, the secondary flow 
grows so strongly that the most of the low-momentum fluids 
in the incoming boundary layer are transported to the nozzle 
region. The successive transportation of the low-momentum 
fluids in the boundary layer suppresses growth of the boundary 
layer farther downstream, where the boundary layer shows a 
similarity of velocity profile. The distributions of the boundary 
layer properties in the scroll correspond well to those of the 
flow properties at the nozzle. This implies that the circumfer
ential nonuniformity of the nozzle flow field is strongly af
fected by the behavior of the boundary layer in the scroll. 
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A P P E N D I X 
Total pressure loss coefficient is nondimensionalized by dy

namic pressure of mean inlet velocity as 

V^ £, = 2(P0-Pr)/pc? (Al) 
where"P0 is plenum total pressure, Pt is local total pressure. 

Weighting average of physical property q is calculated by 
using weight g for which p is selected for radial velocity cr and 
pcr is selected for others. Axial distribution averaged in the 
peripheral direction is 

J
2-K r,2-K 

gqdd/ geld (A2) 
o Jo 

Peripheral distribution averaged in the axial direction is 

S be «be 

gqdd/\ gde (A3) 
Total average is defined by 

S27T nbe n2lT nbg 

gqdzdd/\ gdzdd (A4) 
0 " 0 •'O •'O 

Streamwise displacement thickness is 

Su = (l/U)\ (U-u)dy (A5) 

Crossflow displacement thickness is 

8W = (1/U)\ wdy (A6) 

Streamwise momentum thickness is 

0„ = (l/C/2)( u(U-u)dy (Al) 

Crossflow momentum thickness is 

0lv = (-l/<y2)( w2dy (A8) 
-Peripheral displacement thickness is related to streamwise 

and crossflow displacement thickness, by referring to Fig. Al, 
as 

5e = 8ucosa - 8„ sin a (A9) 
Radial displacement thickness is 

6"r= 5„ sin a + 5W cos a (A10) 
where a is a flow angle at the boundary layer edge. 

(u,w) 
O 

Fig. A1 Relationship between streamline and cylindrical coordinate 
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Detailed Flow Measurements 
in a Centrifugal Compressor 
Vaneless Diffuser 
Hot-wire anemometer measurements have been made in the vaneless diffuser of a 
1-m-dia low-speed backswept centrifugal compressor using a phase lock loop tech
nique. Radial, tangential, and axial velocity measurements have been made on eight 
measurement planes through the diffuser. The flow field at the diffuser entry clearly 
shows the impeller jet-wake flow pattern and the blade wakes. The passage wake 
is located on the shroud side of the diffuser and mixes out slowly as the flow moves 
through the diffuser. The blade wakes, on the other hand, distort and mix out 
rapidly in the diffuser. Contours of turbulent kinetic energy are also presented on 
each of the measurement stations, from which the regions of turbulent mixing can 
be deduced. 

Introduction 
The overall efficiency of a centrifugal compressor is equally 

dependent on the good design of both impeller and diffuser. 
In the case of an impeller, the inlet flow is uniform; however, 
the diffuser must accept the outlet flow from the impeller, 
which is usually highly nonuniform with significant three-di
mensional velocity components. The diffuser must remove these 
nonuniformities in velocity and flow direction while reducing 
the overall kinetic energy of the flow to produce a pressure 
recovery. 

The flow at the exit of a centrifugal impeller has been meas
ured by many authors (e.g., Eckardt, 1975; Johnson and 
Moore, 1983a, b; Krain, 1988). The flow invariably exhibits 
a jet-wake flow pattern, although the location of the wake 
position may be on the suction surface or the shroud depending 
on the impeller geometry and flow rate. The flow within vane
less diffusers has also been studied by many researchers (e.g., 
Inoue and Cumpsty, 1984; Maksoud and Johnson, 1987; 
Mounts and Brasz, 1992). These studies have shown how non-
uniformities in the circumferential direction mix out rapidly, 
but those in the axial direction persist through the diffuser. 

The objective of the current work was to repeat the work 
of Maksoud and Johnson (1987) but with a backswept impeller 
in place of their radial impeller. The resolution capability of 
the instrumentation system was also improved such that the' 
number of points used on each measurement plane could be 
increased from less than 100 to around 700. 

Experimental Procedure 
Test Rig and Operating Condition. Experiments were car

ried out on the low-speed centrifugal compressor rig at the 

Contributed by the International Gas Turbine Institute and presented at the 
38th International Gas Turbine and Aeroengine Congress and Exposition, Cin
cinnati, Ohio, May 24-27, 1993. Manuscript received at ASME Headquarters 
February 19, 1993. Paper No. 93-GT-95. Associate Technical Editor: H. Lukas. 

University of Liverpool. A schematic of the facility is shown 
in Fig. 1. The De Havilland Ghost impeller has been modified 
by replacing the original radial exit section of the blading by 
30 deg backswept blading. The geometry of the original im
peller is given by Johnson and Moore (1980) and that of the 
backswept blading in Fig. 2. The vaneless diffuser has straight 
walls and a constant cross-sectional area. The major geometric 
parameters, operating conditions, and measurement locations 
are given in Table 1. 

Instrumentation and Measurement Technique 
A constant-temperature hot-wire anemometer was used to 

measure the instantaneous velocity within the diffuser. Three 
wire orientations were used on three separate test runs to pro-

Impeller 
2 Pulley drlwn by 

motor 
3 Screens 

4 Honeycomb 

5 Inlet duct 

6 Seal 
7 Dlfuser 

Micro Computer 

Fig. 1 Schematic of the test rig 
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vide data from which the radial, axial, and tangential velocity 
components could be computed. A normal wire (Dantec 55P11) 
oriented in the circumferential direction was used during the 
first run and then a second wire set at 45 deg (Dantec 55P12) 
was used in its two possible orientations in the axial/radial 
plane, in the second and third runs. This choice of mutually 
perpendicular wire orientations ensured that the sign of the 
axial velocity component could be determined, which would 
not have been possible if the simplest orientation of wires in 
the circumferential, radial, and axial direction had been uti
lized. It was however necessary to assume that the radial ve
locity component was always positive and that the tangential 
velocity component was always in the direction of impeller 
rotation. The results showed that these assumptions were jus
tified in that both velocity components maintained significant 
magnitudes at all measurement positions. 

Hot-wire calibration was performed in two stages in a wind 
tunnel. First, a velocity/voltage calibration was performed for 

1, _ j 
K R10 ]_ 

R368 8-

Fig. 2 Backswept blade geometry 

each wire with the wire perpendicular to the flow direction. A 
least rms error curve fitting technique to the King's law equa
tion 

Z72„ 
--A+B.U' (1) 

was then employed to determine the calibration coefficients 
A, B, and C. 

The second stage of calibration was necessary to determine 
the directional coefficients K and / / t o tangential and binormal 
velocity components. This was achieved by varying the wire 

Table 1 Geometry, operating condition, and measurement locations 
Impeller Geometry and Operating Condition: 

Inlet blade radius at the hub 

Inlet blade radius at the shroud 

Outlet radius 

Backswept blade angle 

Number of the blades 

Outlet blade span 

Rotating speed 

Flowrate 

Rh = 88.75 mm 

Rs = 283.75 mm 

R0 = 454.6 mm 

P = 30° 

N= 19 

b = 72.3 mm 

n = 500 rpm 

Q = 0.142 kg/s 

Measurement Locations: 

Station 

L/R„ 

1 

0.02 

2 

0.08 

3 

0.15 

4 

0.21 

5 

0.27 

6 

0.33 

7 

0.39 

8 

0.45 

SHROUD 

1.00 , L 

in 
a, 

0 .00 

Fig. 3 Mean velocities at station 1 (L/R0 = 0.02) 

Nomenclature 

A, B, C = King's law calibration 
coefficients 

E = hot-wire anemometer 
voltage 

H, K = directional coefficients 
for hot wire 

L = radial distance from im
peller outlet 

Ro 

ue 

ue, u„ uz 

ue, ur, uz 

= impeller outlet radius 
= effective cooling veloc 

ity 
= tangential, radial, and 

axial mean velocity 
components 

= tangential, radial, and 

axial rms fluctuating ve
locity components 

UT = peripheral blade velocity 
at the impeller outlet 

y/y<> = circumferential coordi
nate 

z/z0 = axial coordinate 
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Fig. 4 Mean velocities at station 2 (UR0 = 0.08) 
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Fig. 5 Mean velocities at station 3 (/.//?„ = 0.15) 
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Fig. 6 Mean velocities at station 4 (UR0; = 0.21) 
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Fig. 7 Mean velocities at station 5 {L/R0 = 0.27) 
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Fig. 8 Mean velocities at station 6 (L/fi„ = 0.33) 
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Fig. 9 Mean velocities at station 7 (L/R„ = 0.39) 
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orientation at fixed wind tunnel speed. The coefficients K and 
H were also obtained through a least rms error technique. The 
calibration procedure is similar to that detailed by 
Jemgensen (1971). 

Phase lock loop circuitry was employed on the rig to generate 
a pulse every one third of a degree of rotation of the impeller 
to trigger the collection of the instantaneous hot-wire ane
mometer voltage through a 12 bit A/D converter connected 

to an 80286 microcomputer. On each revolution 57 readings 
were taken at 1/3 deg intervals to span the chosen impeller 
passage. These readings were recorded on each of 250 con
secutive revolutions. This required a peak data acquisition rate 
of 9 kHz, which was achieved by means of 80286 machine 
code software. Between 11 and 13 axialmeasurement positions 
were used to complete the mesh of data points covering each 
measurement plane. 
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Fig. 10 Mean velocities at station 8 (L/R„ = 0.45) 

Fig. 14 Flow angle at station A (JL/fl„ = 0.21) 

Fig. 11 Flow angle at station 1 (L/R„ = 0.02) 

Fig. 12 Flow angle at station 2 {L/R0 = 0.08) 
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Fig. 13 Flow angle at station 3 {UR0 = 0.15) 
Fig. 15 Turbulent kinetic energy at station 1 (£//?„ = 0.02) 

Analysis of Results. The 250 readings obtained for each 
measurement point on each of the three test runs were used 
to compute the tangential, radial, and axial velocity compo
nents and the turbulent kinetic energy using the King's law 
calibrations and the directional coefficients K and H, 

As a check on the accuracy of the results, the flow rate was 
determined through numerical integration of the radial velocity 
component. The maximum deviation in flow rate between sta
tions was found to be 4.8 percent from the mean. 

Experimental Results 

Mean Velocities. The mean velocities on the eight meas
urement planes in the diffuser are presented in Figs. 3-10. The 
radial velocity component is presented as a contour and the 
remaining velocity component in the measurement plane is 
shown as an arrow. 

The flow pattern at Station 1 (Fig. 3), which is 12 mm 
downstream of the impeller, is similar to that observed at the 
last station within the impeller as reported by Farge and John-
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Fig. 16 Turbulent kinetic energy at station 2 (L/R0 = 0.08) 

1 

I JV* 

\ 

I 4 

i 
b» 

Fig. 18 Turbulent kinetic energy at station 4 (i./fl„ = 0.21) 
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Fig. 17 Turbulent kinetic energy at station 3 (L/R„ = 0.15) 

son (1990). Strong secondary flows in the impeller strip bound
ary layer fluid from the walls and carry it to the suction side 
shroud corner region where it accumulates in a passage wake. At 
the exit of the impeller this passage wake is located close to 
the center of the shroud wall and is moving toward the pressure 
side wall. In Fig. 3, the passage wake is on the shroud wall, 
and has moved close to the pressure side of the passage. An
other feature of the impeller flow reported by Farge and John
son (1990) and also by Krain (1988) in his backswept impeller 
is the presence of a strong anticlockwise passage vortex. This 
feature is also depicted in Fig. 3 as opposing axial flow vectors 
in the pressure side and suction side halves of the passage. The 
axial flow in the shroud to hub direction is particularly strong 
within the blade wake (0.95<y/yo<l). In addition to these 
features observed in the impeller, a blade wake can also be 
seen on the right-hand side of the diagram. The velocity de
creases by up to 53 percent within this wake. When the flow 
at station 2 (Fig. 4) is considered, it can be seen that the blade 
wake has been swept to the right by the strong tangential 
velocity component, such that the blade wake observed in Fig. 
3 leaves the right-hand side of the diagram while the blade 
wake from the adjacent blade enters on the left-hand side. The 
deficit in velocity in the blade wake is also greatly diminished, 
indicating rapid mixing out in this region. This can be attrib
uted to the strong opposed secondary velocity components that 
exist either side of the blade wake, which will greatly increase 
the shearing of the wake flow. The passage wake has been 
carried along the shroud by the tangential velocity, while al
tering little in size. However, the wake's shape has been mod-
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Fig. 19 Turbulent kinetic energy at station 5 (L/R„ = 0.27) 

ified as the low-energy fluid has spread farther along the shroud 
surface. Mixing out of the passage wake has not been signif
icantly enhanced here by the interaction between the flow from 
neighboring passages; however, this is probably not the case 
in radial impellers running at below design flow rates where 
the passage wake is on the suction side blade surface at the 
impeller exit (see Johnson and Moore, 1983b). The strength 
of the passage vortex has diminished, which is primarily be
cause the driving forces that produce secondary flow cease on 
exit from the impeller such that the passage vortex decays 
rapidly due to viscous dissipation. 

At station 3 (Fig. 5), the blade wake is barely discernible at 
y/yo = 0.2, but has continued to migrate in the pressure side 
to suction side direction. The passage wake has also continued 
to move in this same direction across the shroud. It is interesting 
to note that the wake moves in this direction more rapidly than 
the high-velocity jet (located at y/yo = 0.5, z/z„ = 0.3). This is 
because the jet had a much higher relative tangential velocity 
than the wake in the impeller, which led to a lower absolute 
tangential velocity in the diffuser. The associated difference 
in flow angle (tan"' (us/ur)) between jet and wake is marked 
(Figs. 11-14) and is of particular significance in the design of 
vaned diffusers where a compensatory variation in the vane 
angle across the span would be beneficial in minimizing flow 
separation. As the flow progresses through stations 4 to 8, 
variations in the blade to blade direction are gradually mixed 
out, and the passage wake eventually spreads out to cover the 

458/Vol . 116, JULY 1994 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



KE KE 

<sJM 

: - \ * • * -

. - »• •; - **A j K & s b ^ * , i li W0o 
i s-; -.. u ' i i ' jL 'J.-*- ' . '. ^ 

vs.*. - * r I 

•>• i - v , 

Fig. 20 Turbulent kinetic energy at station 6 (UR0 = 0.33) 
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Fig. 22 Turbulent kinetic energy at station 8 (L/R„ = 0.45) 

wake, which has now largely mixed out. The kinetic energy 
levels in the passage wake have only decreased a little from 
station 1 as might be expected as the wake has not significantly 
decreased in size. As the flow passes through the remaining 
stations (Figs. 17-22), the kinetic energy level in the passage 
wake decreases about threefold. The authors believe that this 
is not due to a significant decrease in the meandering of the 
wake in the tangential direction, but is due to the rapid decrease 
in the nonuniformities in this direction. This results in low 
fluctuating velocities as tangential movement of the passage 
wake does not result in significant variation in the velocity at 
any measurement point. 

Fig. 21 Turbulent kinetic energy at station 7 (L/R0 = 0.39) 

whole of the shroud surface fairly evenly. The hub wall bound
ary layer also develops slowly and although it is still thinner 
than the shroud boundary layer at station 8 (Fig. 10), the flow 
is tending toward a fully developed Couette flow between the 
two walls of the diffuser. A significant tangential velocity 
component still exists at station 8, but its magnitude is only 
some 30 percent of the value at station 1. 

Turbulent Kinetic Energy. Distributions of turbulent ki
netic energy are given in Figs. 15-22. The turbulent kinetic 
energy is defined as 

V Ue
2 + Ur1 + Uz

2 

2.UT 
(2) 

where ug, ur, uz are the tangential, radial, and axial rms 
fluctuating velocity components and UTis the peripheral blade 
velocity at the impeller outlet. 

High levels of turbulent kinetic energy occur not only in 
regions of mixing, but also in regions of unsteady flow where 
the fluctuations are of low frequency and do not result in 
significant Reynolds stresses. At station 1 (Fig. 15), similarly 
high levels of turbulent kinetic energy are observed in the blade 
and passage wakes. The rapid mixing out of the blade wake 
suggests that high Reynolds stresses are associated with the 
kinetic energy in the blade wake. However, in the passage wake 
the relatively slow mixing out rate suggests that only low Reyn
olds stress levels are present and the high levels of kinetic energy 
are due to low-frequency meandering of the wake position. 
This type of behavior has also been suggested by Hathaway 
et al. (1993) and is most likely due to low-frequency variations 
in flow rate, which will cause significant variations in wake 
position (Farge and Johnson, 1992). At station 2 (Fig. 16) the 
levels of kinetic energy are significantly decreased in the blade 

Conclusions 
1 The flow entering the diffuser closely resembles that re

ported previously leaving the impeller. The most prominent 
features of the flow are a passage wake close to the center of 
the shroud wall and a strong anticlockwise passage vortex. 

2 A strong blade wake is observed at station 1, but mixes 
out very rapidly because of the shearing effect of the opposed 
secondary flows either side of the wake. High levels of meas
ured turbulent kinetic energy are associated with this process. 

3 The passage wake mixes out only slowly. Although high 
levels of turbulent kinetic energy are observed within the pas
sage wake, they are believed to result from low-frequency 
meandering of the wake position rather than high levels of 
Reynolds stress. 

4 The passage vortex, characteristic of backswept centrif
ugal impeller flows, carries over to the diffuser, but decays 
fairly rapidly in the absence of the secondary flow mechanisms 
present in the impeller. 

5 As the flow progresses through the impeller, variations 
in the tangential direction mix out, but variations in the axial 
direction tend to persist. The flow eventually resembles a 
Couette flow between the walls of the diffuser. 
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Fig. 23 Contours of stagnation pressure loss and secondary 
flow vectors downstream of an axial compressor cascade with 
clearance equal to 2 percent of chord 

N. A. Cumpsty1 

The authors are to be thanked for providing detailed meas
urements in a vaneless diffuser following a backswept impeller, 
which can be compared with those obtained earlier behind a 
radial vaned impeller. I would, however, like to raise a few 
points relating to the interpretation of the results. 

In interpreting measurements it seems to be popular to iden
tify and name features, such as the passage vortex in the y~z 
plane inside or"at outlet from a radial impeller. I rather doubt 
that this is very helpful. Vorticity certainly exists, but that is 
not the same as a having a feature adequately described as a 
vortex. For comparison with Fig. 3 of the present paper, what 
is indisputably a clear vortex is shown here in Fig. 23. This 
was measured by Storer (1991) and occurred downstream of 
an axial compressor blade when there was a tip clearance equal 
to 2 percent of chord; in this case there is no doubt that the 
term vortex is appropriate and helpful. 

A crucial property of a recognizable vortex is its persistence, 
yet it is pointed out here that the so-called vortex decays rapidly 
between stations 1 and 2, a radial distance of only 6 percent 
of impeller outlet radius. This hardly seems consistent with 
viscous dissipation, to which it is attributed in the text. I would 
suggest that the axial velocities evident at station 1 are the 
result of the growth of blockage (i.e., what is referred to in 
the paper as the passage wake) and movement of the blockage 
between stations 1 and 2, rather than from a well-formed 
vortex. Once the amount of blockage has started to change 
more slowly, as it has from station 2 onward, the axial velocities 
are less. In other words the principal controlling feature of the 
flow seen in these y-z planes is the consequence of mass con
servation and not the consequence of convection and decay of 
circulation in this plane. 

The rapid decay of the blade wake is explained in the paper 
in terms of secondary flows; see conclusion 2. I find this im
plausible. It seems more likely to me that the rapid decay is a 
result of a process similar to that which Dean and Senoo (1960) 
addressed, namely the result of very different flow inclinations 
in the absolute frame of reference for the wake and main flow. 
The large gradients in flow direction across the blade wake are 
very evident in Fig. 11. 

Finally I wonder if the authors underestimate the inaccuracy 

Whittle Laboratory, University of Cambridge, Madingley Road, Cambridge 
CB3 ODY, United Kingdom. 

Shroud 

Fig. 24 Radial vorticity at station 1 in s" 

460 /Vol . 116, JULY 1994 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Johnson, M. W\, and Moore, J., 1983a, "Secondary Flow and Mixing Losses 
in a Centrifugal Compressor Impeller," ASME Journal of Engineering for 
Power, Vol. 105, pp. 24-32. 

Johnson, M. W., and Moore, J., 1983b, "Influence of Flow Rate on the 
Wake in a Centrifugal Impeller," ASME Journal of Engineering for Power, 
Vol. 105, pp. 33-39. 

JcSngensen, F. E., 1971, "Directional Sensitivity of Wire and Fiber Film 
Probes," DISA Information, No. 11, pp. 31-37. 

Krain, H., 1988, "Swirling Impeller Flow," ASME JOURNAL OF TUKBOMA-
CHINERY, Vol. 110, pp. 122-128. 

Maksoud, T. M. A., and Johnson, M. W., 1987, "Stress Tensor Measurements 
Within the Vaneless Diffuser of a Centrifugal Compressor," Proc. IMech E 
Conf., Paper No. C263/87. 

Mounts, J. S., and Brasz, J. J., 1992, "Analysis of the Jet/Wake Mixing in 
a Vaneless Diffuser," ASME Paper No. 92-GT-418. 

- D I S C U S S I O N -

Fig. 23 Contours of stagnation pressure loss and secondary 
flow vectors downstream of an axial compressor cascade with 
clearance equal to 2 percent of chord 

N. A. Cumpsty1 

The authors are to be thanked for providing detailed meas
urements in a vaneless diffuser following a backswept impeller, 
which can be compared with those obtained earlier behind a 
radial vaned impeller. I would, however, like to raise a few 
points relating to the interpretation of the results. 

In interpreting measurements it seems to be popular to iden
tify and name features, such as the passage vortex in the y~z 
plane inside or"at outlet from a radial impeller. I rather doubt 
that this is very helpful. Vorticity certainly exists, but that is 
not the same as a having a feature adequately described as a 
vortex. For comparison with Fig. 3 of the present paper, what 
is indisputably a clear vortex is shown here in Fig. 23. This 
was measured by Storer (1991) and occurred downstream of 
an axial compressor blade when there was a tip clearance equal 
to 2 percent of chord; in this case there is no doubt that the 
term vortex is appropriate and helpful. 

A crucial property of a recognizable vortex is its persistence, 
yet it is pointed out here that the so-called vortex decays rapidly 
between stations 1 and 2, a radial distance of only 6 percent 
of impeller outlet radius. This hardly seems consistent with 
viscous dissipation, to which it is attributed in the text. I would 
suggest that the axial velocities evident at station 1 are the 
result of the growth of blockage (i.e., what is referred to in 
the paper as the passage wake) and movement of the blockage 
between stations 1 and 2, rather than from a well-formed 
vortex. Once the amount of blockage has started to change 
more slowly, as it has from station 2 onward, the axial velocities 
are less. In other words the principal controlling feature of the 
flow seen in these y-z planes is the consequence of mass con
servation and not the consequence of convection and decay of 
circulation in this plane. 

The rapid decay of the blade wake is explained in the paper 
in terms of secondary flows; see conclusion 2. I find this im
plausible. It seems more likely to me that the rapid decay is a 
result of a process similar to that which Dean and Senoo (1960) 
addressed, namely the result of very different flow inclinations 
in the absolute frame of reference for the wake and main flow. 
The large gradients in flow direction across the blade wake are 
very evident in Fig. 11. 

Finally I wonder if the authors underestimate the inaccuracy 

Whittle Laboratory, University of Cambridge, Madingley Road, Cambridge 
CB3 ODY, United Kingdom. 

Shroud 

Fig. 24 Radial vorticity at station 1 in s" 

460 /Vol . 116, JULY 1994 Transactions of the ASME 

Copyright © 1994 by ASME
Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Shroud 

Fig. 25 Radial vorticity at station 2 in s~ 

of their measurements. I am particularly struck by the increase 
in peak radial velocity between stations 6 and 7. 

References 
Dean, R. C, and Senoo, Y., 1960, "Rotating Wakes in Vaneless Diffusers," 

ASME Journal of Basic Engineering, Vol. 99, pp. 53-63. 
Storer, J. A., 1991, "Tip Clearance Flow in Axial Compressors," PhD Dis

sertation, University of Cambridge, United Kingdom. 

Authors' Closure 
The authors wish to thank Professor Cumpsty for his useful 

comments. 
Figures 24 and 25 show the radial vorticity at stations 1 and 

2, which was computed from the measurements of UB and Uz 
in Figs. 3 and 4. These contours appear to support Professor 
Cumpsty's view that the vorticity does not decay significantly 

between stations 1 and 2. It therefore follows that the strong 
axial velocities at station 1 must be primarily due to the re
distribution of the blockage caused by the passage wake in 
accordance with mass conservation. 

The authors would also agree with Professor Cumpsty that 
the large difference between the blade wake and passage flow 
angles shown in Fig. 11 is the most probable reason for the 
rapid mixing out of the blade wake as suggested by Dean and 
Senoo (1960). However, there is a large difference in flow 
angles between the passage wake and jet that does not result 
in rapid mixing out of this wake. This is presumably because 
the energy transfer required to mix out the passage wake is 
very much higher than that for the blade wake. Nevertheless 
the passage wake does mix out more rapidly in the circum
ferential direction than in the axial direction. 

The peak radial velocities for stations 1 to 8 were 18.3, 18.6, 
17.8, 18.1, 17.8, 16.7, 18.3, and 17.2 m/s. Thus the change 
in peak velocity between stations 6 and 7 is within the exper
imental accuracy of ±4.8 percent quoted in the paper. 
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Numerical Analysis of the Three-
Dimensional Swirling Flow in 
Centrifugal Compressor Volutes 
The improvement of centrifugal compressor performance and the control of the 
radial forces acting on the impeller due to the circumferential variation of the static 
pressure caused by the volute require a good understanding of the flow mechanisms 
and an accurate prediction of the flow pattern inside the volute. A three-dimensional 
volute calculation method has been developed for this purpose. The volute is dis
cretized by means of hexahedral elements. A cell vertex finite volume approach is 
used in combination with a time-marching procedure. The numerical procedure 
makes use of a central space discretization and a four-step Runge-Kutta time-
stepping scheme. The artificial dissipation used in the solver is based on the fourth-
order differences of the conservative variables. Implicit residual smoothing improves 
the convergence rate. The loss model implemented in the code accounts for the 
losses due to internal shear and friction losses on the walls. A comparison of the 
calculated and measured results inside a volute with elliptical cross section reveals 
that the modified Euler solver accurately predicts the velocity and pressure distri
bution inside and upstream of the volute. 

Introduction 
The large number of parameters influencing the performance 

of a centrifugal compressor volute prohibits systematic ex
perimental investigation because of the time and cost involved 
in the manufacturing and testing of the complex three-dimen
sional geometries. A reliable prediction method is therefore of 
great help in determining the influence of the different design 
parameters on the volute flow and losses. 

Most prediction methods presented in the literature are based 
on simplified models assuming one- or two-dimensional flow 
(Iversen et al., 1960; Kurokawa, 1980; Badie et al., 1992). 
However, the experimental results of Muller (1973), Van den 
Braembussche and Hande (1990), and Ayder et al. (1991,1993) 
show that the flow inside the volute is highly three dimensional, 
and that the swirling velocity component has an important 
influence on the crosswise and circumferential variation of the 
static pressure and velocity distribution. One- and two-dimen
sional methods are therefore of limited interest, and are unable 
to provide a reliable prediction of the circumferential pressure 
distortion and performance of three-dimensional volutes. 

The way the volute flow is built up of layers of nonuniform 
total pressure and temperature (Van den Braembussche and 
Hande, 1990), in addition to the high shear forces at the center 
of the volute, results in a rotational flow. The methods dealing 
with the solution of the potential flow equations developed to 
analyze the flow in turbine volutes (Hamed et al., 1983) are 

Contributed by the International Gas Turbine Institute and presented at the 
38th International Gas Turbine and Aeroengine Congress and Exposition, Cin
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March 1, 1993. Paper No. 93-GT-122. Associate Technical Editor: H. Lukas. 

of no use here since they start from the irrotational flow equa
tions. 

Inviscid analytical methods lead to nonphysical gradients of 
density, velocity, pressure, and temperature at the center of 
the vortex (Mayer and Powell, 1990). 

The numerical solutions of the Euler equations, however, 
seem to exhibit no problems in the calculation of vortices. All 
show regular solutions, with the swirling velocity going to zero 
at the center of vortices, and with finite values for the pressure, 
density, and axial velocity (Rizzi and Erikson, 1984; Powell, 
1990). The last one concludes that the artificial dissipation 
required to solve the discretized Euler equations regularizes 
the solution near the vortex center, where the flow is governed 
by shear flow. 

Numerical Method 
Experimental results have shown that the flow in volutes is 

affected more by the losses in the core than by the wall bound
ary layer. Increased turbulent mixing on the concave walls 
(Johnston, 1970) limits the growth of the boundary layers, 
which are absorbed in any case by the core flow after each 
rotation. Boundary layer blockage can therefore be neglected, 
and its influence may be limited to the shear forces on the 
walls. 

Based on these observations, it has been decided to solve 
the problem by adding second-order dissipation and wall shear 
forces to an Euler solver, rather than resorting to a more 
expensive and time-consuming solution of. the Navier-Stokes 
equations. 
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The method solves the following integral form of the Euler 
equations: 

bt ))Q 

Wc?fi + 

( ( G*nydS + 1 \ H'nzdS = 0 (1) 
JflnJ •'an1' Jda" JdaJ 

applied to a control volume Q of surface dQ. n is an outer 7 Mm 
normal to the surface element dS. The vectors of this equation Mll/i 
are defined by: ' mumci 

W 

/ 

G = 

u 

pu 

pv 

pw 

F = 

pu2 + P 

puv 

pUW 

\PEJ \pu(E + P/p)l | | 

pv \ j pw \ H 

pra 

py2 + /> 

>(E + P/p)l 

H = 

pwu 

pwv 

pw2 + P 

\pw(E + P/p)l 

(2) | f f j§ | | 

and the system can be solved by means of the following closure 
condition: 

p=(y-l) pE--p(u2+v2+w2) (3) 

All quantities in these equations are nondimensionalized by 
means of / (characteristic length of the channel), R (gas con
stant), T° (total temperature), P° (total pressure), p° (total 
density) measured at the exit of the compressor. 

Discretization. Elementary control volumes are defined by 
four-sided (quadrilateral) elements on a number of cross sec
tions of the volute and upstream diffuser (Fig. 1). The same 
number of quadrilateral cells is used for each cross section in 
order to obtain a structured grid and to enhance the resolution 
of the flow patterns in small cross sections. Connecting the 
corresponding elements of each cross section to one another 
produces hexahedral finite volume cells. The discretization of 
the flow domain in the tongue region requires special attention. 
The first discretized cross section of the volute is a line in space 
coinciding with the tongue. This leads to the triangular prism 
type of volume between the tongue and first cross section. 

The method makes use of a cell-vertex approach in which 
the unknowns (the components of W) are defined at the vertices 
of the hexahedron. This provides an easy implementation of 
the solid wall boundary conditions, since discretization points 
are on the wall. 

Fig. 1 Three-dimensional view of the discretized flow domain and grid 
structure over the cross section 

A control volume around the point (/, j , k), on which the 
integral form of the Euler equations will be applied is defined 
by the eight hexahedrons containing the point under consid
eration. This leads to overlapping control volumes, which is 
allowed in the finite volume approach. 

Time discretization of the unsteady Euler equations is done 
by using the well-known four-step Runge-Kutta scheme pro
posed by Jameson et al. (1981) and Jameson and Baker (1983). 

Artificial Dissipation. In order to preserve the conservative 
form of the scheme, the artificial dissipation terms are intro-
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duced by adding dissipative fluxes to the integral form of the 
Euler equations, 

Q a * l ^ w ' j . * ) + Q y . * - D u . * = ° (4) 

Since the volute flow is subsonic, and no shocks are expected, 
the dissipative flux D;J]A. will be proportional to the fourth-
order differences of the conservative variables in all three index 
directions and second-order dissipation will not be required to 
stabilize the equation. The evaluation of the fourth-order dif
ferences presents some problems near the boundaries. In the 
present study, the approach suggested by Kroll and Jain (1987) 
is used to determine the artificial dissipation at the boundary 
points. The dissipation term is only calculated in the first step 
of the Runge-Kutta time integration and is kept constant for 
the other three steps. 

Boundary Conditions. A theoretical analysis of the three-
dimensional Euler equations indicates that four physical flow 
quantities have to be imposed at the inlet of the calculation 
domain. 

In addition to the total pressure and temperature, the third 
and fourth physical conditions impose the ratio of the through-
flow velocity to the radial velocity (a) to determine the through-
flow velocity 

VTi = a'VRi 

and the ratio of the radial velocity to the axial flow velocity 
(/3) to determine the axial velocity 

The unknown radial velocity is determined as a function of 
the internal flow by a numerical boundary condition by which 
the radial component of the velocity of the first interior point 
(;' + 1) is extrapolated to the inlet boundary point (i). The 
following relation is used in the extrapolation procedure to 
account for the change in area 

VRl= VR 
Sj+\ 

s, 
All other nondimensionalized variables at the inlet can then 
be calculated by means of the thermodynamic relations. 

The downstream static pressure is not uniform because it 
results from a radial equilibrium with the centrifugal forces, 
and its definition requires the calculation of the local streamline 
curvature radius. 

A more practical method consists of imposing the static 
pressure at one point of the outlet plane and calculating the 
static pressure in all other points by imposing the pressure 
ratio, calculated between the reference points, 

-* \ 'ref J 7ref > ^max / 
Ratio = 

* \ 'ref > 7ref > ^max 1 / 

to all corresponding points of the two planes: 

P(i, J, kmm) = Ratio«P(/, j , kmax- 1) 

The three velocity components and density can then be cal
culated from the Euler equations discretized on the boundary 
elements. Together with the static pressure, they are used to 
determine the conservative variables. 

The solid wall boundary condition results from imposing 
the constraint that no mass or other convective flux can pen
etrate the solid wall: 

As a consequence, all convective flux components through the 
solid wall vanish and only the pressure contributions at the 
solid walls remain in the flux vectors F, G, and H. The variables 
other than the normal velocity are calculated by solving the 
discretized Euler equations on a one-sided control volume. 

Acceleration Technique. The implicit residual averaging 
provides a better convergence rate compared to the explicit 
one and is therefore used in the present study (Jameson, 1983). 
The residual averaging is done at the second and fourth steps 
of the Runge-Kutta scheme. 

Loss Calculation. Determination of the shear stresses on 
all inner volumes of the volute channel requires a flow-adapted 
grid where the volume surfaces coincide with the stream sur
faces, or are perpendicular to the velocity. This is very difficult 
to achieve in all volutes of different cross-sectional shapes and 
varying flow conditions. Shear forces will therefore be cal
culated only on the walls and applied to the volumes having 
a surface in common with the wall. The internal friction is 
approximated by a viscous term. 

The additional momentum caused by wall friction is included 
by adding a term Lhj:k to the momentum equations. 

(5) QiJ-k' ~dt W/'M ' + QiJ-k ~ D/,M ~ LiJ-k = ° 
Neglecting the displacement thickness of the sublayer and 

assuming that the surface streamline lies at the edge of the 
laminar sublayer, the wall shear stress can be defined by the 
following relation: 

1 
TWH

 = c
f- pV (6) 

resulting in the following components on each element of the 
wall: 

V 
7"wall> Ty jr ^"walh 7"z ,r '"wall 

Due to the nonuniformity of the total temperature at the 
inlet of the volute, the simplification of the energy equation 
suggested by Denton (1986) cannot be used and the energy 
dissipation due to wall friction 

-rV(Sx + Sy + Sz) 

must be added to the loss vector L. 

/ ° ^ 
TX(Sx+Sy + SZ) 

L = ry(Sx + Sy + Sz) 

TZ(Sx+Sy + SZ) 

\rV(Sx + Sy + Sz)l 
As the loss vector is calculated only on the solid wall surfaces, 

it influences only the vertices of the volumes adjacent to the 
solid walls and creates a local velocity gradient perpendicular 
to the wall. 

Viscous energy dissipation, at all regions of nonzero velocity 
gradient (at the wall and at the vortex center), is achieved by 
second-order dissipation 

Fig. 2 Circumferential variation of the cross sections of the volute 
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Fig. 3 Calculated static pressure isolines (a) and velocity (b) over the midplane of the vaneless diffuser at high mass flow 

*2(W,-_ ,,,-,* + W,+ ,,M + Wu_ u + W /J+ u 

+ W,.M_1 + W,.,M+,-6W,-M) 

The coefficient kl is adjusted empirically to simulate the vis
cous terms in the Navier-Stokes equations. Actual calculations 
are done with a kl value of 0.002. 

Results 
The computer program has been validated by calculating 

the three-dimensional swirling flow inside a volute of elliptic 
cross section for which detailed experimental data have been 
obtained by Ayder et al. (1993). The flow field is extended 
upstream to the impeller outlet in order to be able to study 
the flow around the tongue, and to minimize the influence of 
the inlet conditions on the tongue and on the volute flow. 
However, the inlet boundary conditions (total pressure, total 
temperature, and the ratios of tangential and axial velocity 
over the radial velocity) have been measured only at the volute 
inlet. The values used at the inlet of the calculation domain 
are derived from the measured ones by correcting for the change 
in radius between diffuser inlet and volute inlet, taking into 
account the circumferential shift due to the peripheral velocity 
in the diffuser. Vaneless diffuser losses and the axial variation 
of the flow over the diffuser width are neglected. 

The static pressure at the outlet equals the atmospheric pres
sure and is fixed at one point of the solid wall in the last plane 
of the exit cone. 

The vaneless diffuser is discretized by 5 X 15 grid points 
on each of the 59 cross sections. The volute and exit cone is 
discretized by 15 x 15 grid points in 74 cross sections. Cross 
sections are concentrated near the tongue region to obtain a 
more detailed flow description. A three-dimensional view of 
the geometry is shown in Fig. 1. Variation of the cross-sectional 
area along the volute channel, starting from the volute tongue 
to the volute exit, is shown in Fig. 2. 

The calculations have been performed for operating points 
corresponding to high, medium, and low mass flows. Because 
of the limited space, detailed results will be shown only for 
high and low mass flows. Calculation time is 16 hours on a 
Silicon Graphics IRIS 4D/35 computer. 

Diffuser Flow. The variation of velocity and static pressure 
over the midplane of the diffuser is shown in Fig. 3. As can 
be expected at high mass flow, the static pressure decreases 
along the circumference of the diffuser in the direction of the 

120 

DC 

> 

120 180 240 300 360 
Angle 

' Fig. 4 Comparisons of the calculated and measured spanwise mass-
averaged radial velocity (Vfl) and static pressure (P) at the volute inlet 
for high, medium, and low mass flows 

rotation of the impeller up to an abrupt increase in static 
pressure around the tongue (Fig. 3a) resulting in a strong per
turbation of the local velocity vectors (Fig. 3b). Almost no 
fluid enters the volute in the region of high pressure. This 
phenomenon is similar to what has been observed by Elholm 
et al. (1990). 
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Fig. 5(a) Calculated (left) and measured (right) swirl velocities at high 
mass flow 

Fig. 5(b) Calculated (left) and measured (right) throughflow velocities 
at high mass flow (m/s) 

The radial velocity (VR) and static pressure (P) distribution 
at the diffuser inlet (and as a consequence, also at the volute 
inlet) are a result of the calculation. Spanwise-averaged cal
culated values are compared with experimental values in Fig. 
4 and show a very good agreement for all flow conditions. 

Volute Flow. The variation of the measured and calculated 
swirl velocity (Vs), throughflow velocity (VT), total pressure 
(P°), and static pressure (P) over the sections corresponding 
to sections 1,5, and 7 of the experimental study (indicated in 
Fig. 1), are shown in Fig. 5 for high mass flow, and in Fig. 6 
for low mass flow. 

The mechanisms defining the change of flow quantities over 
the cross section have been explained in detail by Ayder et al. 
(1993) and will not be repeated. 

The circumferential variation of the calculated flow quan
tities is very similar to the one observed in the experimental 
study. 

The magnitude and variation of the calculated swirl and 
throughflow velocities over the cross sections and along the 

466/Vol . 116, JULY 1994 

Fig. 5(c) Calculated (left) and measured (right) static pressure at high 
mass flow (Pascal) 

Fig. 5(d) Calculated (left) and measured (right) total pressure at high 
mass flow (Pascal) 

volute channel are in agreement with the measurements (Figs. 
5a, b and 6a, b). 

Measured results indicate high total pressure losses at the 
center of the first cross section (Fig. 5c) due to the dissipation 
of the swirl kinetic energy. The calculations underestimate the 
concentration of low total pressure at the center of the first 
cross section. However, the calculated total pressure outside 
the viscous core is in agreement with the measured one (Fig. 
5c). 

The calculated magnitude of the total pressure and static 
pressure over the cross section 5 are slightly higher than the 
measured ones for high mass flow (Fig. 5c, d). The reason 
for this is unknown. However, the measured and calculated 
total and static pressure over cross section 7 are different. It 
can be seen that the high total pressure losses occurring at high 
mass flow in the exit cone are underestimated. Measurements 
at section 7 are restricted to a small portion of the cross section 
and it is not possible to find out the origin of these high losses. 
They may be due to separation at the tongue. 
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Fig. 6(a) Calculated (left) and measured (right) swirl velocities at low 
mass flow 

Fig. 6(b) Calculated (left) and measured (right) through flow velocities 
at low mass flow (m/s) 

In case of the low mass flow, the experimental results do 
not exhibit large total pressure gradients caused by the viscous 
effects. The calculated total and static pressures therefore show 
better agreement with the measured ones (Fig. 6c, d). 

Calculated results are used to trace particles inside the dif
fuser and volute. The traces start at four circumferential po
sitions at the diffuser inlet. The results obtained at medium 
mass flow are shown in Fig. 7. One observes that the fluid 
entering the volute at a position close to the tongue (A) remains 
in the center of the volute until the compressor exit. Fluid 
entering the volute farther downstream {B, C,D) wraps around 
the previous one, which confirms the volute flow model sug
gested by Van den Braembussche and Hande (1990). 

Conclusions 
To our knowledge, this is the first time that the complex 

flow in a volute is calculated using a fully three-dimensional 
method. Taking into account the complexity of the geometry 

Journal of Turbomachinery 

Fig. 6(c) Calculated (left) and measured (right) static pressure at low 
mass flow (Pascal) 

Fig. 6(d) Calculated (left) and measured (right) total pressure at low 
mass flow (Pascal) 

and the uncertainty of the experimental data, results are as
sumed to be very satisfactory. 

Comparisons between the calculated and measured flow 
fields inside the volute show a good prediction of the cross-
sectional variation of the swirl and throughflow velocity. The 
total and static pressure show a more qualitative agreement, 
but the internal shear loss mechanism, typical for swirling 
flows, is correctly captured. 

The circumferential distortion of the static pressure and 
radial velocity at the volute inlet, required for impeller response 
calculations, is accurately predicted. 

The calculated flow patterns around the tongue and leakage 
flow are in agreement with the flow visualizations. 

The calculation of flow patterns by particle tracing also 
confirm the validity of the volute flow model proposed by Van 
den Braembussche and Hande (1990). 

The proposed combination of an Euler solver with a volute 
adapted loss model has shown to be an accurate alternative to 
the solution of the full Navier-Stokes equations of which one 
can expect that the computational effort will be much larger. 
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Fig. 7 Particle tracing inside the vaneless diffuser and volute at medium 
mass flow 
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Three-Dimensional Time-Marching 
Inviscid and Viscous Solutions for 
Unsteady Flows Around Vibrating 
Blades 

A three-dimensional nonlinear time-marching method of solving the thin-layer Na-
vier-Stokes equations in a simplified form has been developed for blade flutter 
calculations. The discretization of the equations is made using the cell-vertex finite 
volume scheme in space and the four-stage Runge-Kutta scheme in time. Calculations 
are carried out in a single-blade-passage domain and the phase-shifted periodic 
condition is implemented by using the shape correction method. The three-dimen
sional unsteady Euler solution is obtained at conditions of zero viscosity, and is 
validated against a well-established three-dimensional semi-analytical method. For 
viscous solutions, the time-step limitation on the explicit temporal discretization 
scheme is effectively relaxed by using a time-consistent two-grid time-marching 
technique. A transonic rotor blade passage flow {with tip-leakage) is calculated 
using the present three-dimensional unsteady viscous solution method. Calculated 
steady flow results agree well with the corresponding experiment and with other 
calculations. Calculated unsteady loadings due to oscillations of the rotor blades 
reveal some notable three-dimensional viscous flow features. The feasibility of solv
ing the simplified thin-layer Navier-Stokes solver for oscillating blade flows at 
practical conditions is demonstrated. 

Introduction 
Predictions of unsteady flows around vibrating blades are 

essential for turbomachinery blade flutter predictions. Nu
merical methods of calculating unsteady flows through vibra
tion blades are currently under active development. Most of 
the methods available are for a two-dimensional model. Not
able examples are the work by Verdon and Caspar (1982) and 
Whitehead (1982). Under practical turbomachinery working 
conditions, three-dimensional effects are important and need 
to be modeled. Calculations of three-dimensional unsteady 
flows are usually simplified by assuming that a flow field would 
behave in a two-dimensional fashion at each spanwise section, 
so the strip method (i.e., performing two-dimensional calcu
lations at each section) can be used. It has been demonstrated 
that the strip theory can lead to serious errors for blade flutter 
calculations (e.g., Namba, 1987). 

For simple three-dimensional blade geometries (e.g., flat 
plate cascade) at purely subsonic or supersonic flow conditions, 
fully three-dimensional inviscid solutions for oscillating blade 
flows can be efficiently and accurately obtained by using semi-
analytical theories. Examples of this kind are those by Namba 
(1976, 1987) and Chi (1993). These semi-analytical methods 

Contributed by the International Gas Turbine Institute and presented at the 
38th International Gas Turbine and Aeroengine Congress and Exposition, Cin
cinnati, Ohio, May 24-27, 1993. Manuscript received at ASME Headquarters 
February 19, 1993. Paper No. 93-GT-92. Associate Technical Editor: H. Lukas. 

can provide some basic insight into three-dimensional effects 
on blade aeroelastic behaviors, but their capability in predicting 
blade flutter under practical flow conditions is rather limited. 

Recently three-dimensional numerical methods for blade 
flutter calculations have begun to emerge. Three-dimensional 
inviscid Euler solutions have been developed by Giles (1991) 
and Hall and Lorence (1993) using a time-linearized model, 
and by Gerolymos (1993) using a time-marching method. So 
far no work on three-dimensional unsteady viscous flow so
lutions for blade flutter calculations has been reported. 

The objective of the present work is to develop a nonlinear 
time-marching viscous flow solution method for blade flutter 
calculations. The major effort is focused on enhancing solution 
efficiency, which is believed to be a very important factor 
affecting the feasibility of unsteady time-marching solvers for 
industrial use. For the phase-shifted periodic boundary con
dition, the "Shape Correction" method developed for the pre
vious two-dimensional Euler solver (He, 1989) is extended to 
the present three-dimensional solution to save computer stor
age. Another feature of the present work is that the time-step 
limitation on the explicit time-marching scheme is effectively 
relaxed by using a time-consistent two-grid technique. 

Basic Governing Equations and Discretization 
For convenience of simulating three-dimensional flows in 
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turbomachinery blade passages, in cylindrical coordinate (x, 
6, r) in an absolute system is adopted. An integral form of 
the three-dimensional Navier-Stokes equations over a moving 
finite volume AFis: 

where 

dt III. UdV+ [(F- Uumg)nx+ (G- Uvmg)ne 

+ {H~Uwmg)nr]'dA = 

where: 

U= 

and 

M 
pu 
pvr 
pw w 

(S,+sv)dv (i) 

/ pv \ 
pUV 

(pvv+p)r 
pvw , 

\(PE+p)vJ 

H= 

pw 
pUW 

pwvr 
pww+p 

\(pE+p)wl 

Si = 

0 ^ 
0 
0 

1 pv2/r 
0 i 

It should be mentioned that the circumferential moving-grid 
velocity vmg includes both the blade vibration velocity and the 
rotation velocity. 

The viscous term Su in a body force form can be modeled 
at different levels of approximation. In the present work, a 
simplified form of the thin-layer Navier-Stokes equations as 
used in Denton's viscous flow solver for steady turbomachinery 
flows (Denton, 1992) is adopted. Firstly, the viscous terms in 
the energy equations are neglected. This simplification is in
troduced in the light that the work done by the viscous shear 
forces would be roughly canceled by the heat conduction at a 
Prandtl number near unity. Furthermore, the viscous terms in 
the three momentum equations are modeled under the thin-
layer assumption. So only the viscous shear stress terms in the 
direction tangential to solid surfaces are included. For laminar 
flows, if we have the shear stress T corresponding to a solid 
surface: 

T = jX 
dUs 

dn 
(2) 

where n is the normal distance from the surface, us is the 
absolute velocity. Then the corresponding viscous terms in the 
body force form are approximated by: 

( [ [ SjdV= (fj) T„dA (3) 

T = 1» 

a, /3, i\ are angles between the velocity and the x, 8, and r 
directions, respectively. 

For turbulent flows the shear stress is modeled in an eddy 
viscosity form: 

T = p e , „ T - (4) 
dn 

The eddy viscosity is at the present stage obtained by using a 
simple mixing-length model: 

, dV 
e„, = (0.41«)2 

dn 
(5) 

This mixing-length model is simpler than most of other tur
bulence models currently available, but it is felt that the number 
of mesh grid points likely to be available for a three-dimen
sional unsteady viscous solution would probably not justify a 
more sophisticated model. The eddy viscosity e,„ is "cut off" 
when the mesh point is far from the wall. 

The spatial discretization for the three-dimensional equa
tions is made by using the cell-vertex finite volume scheme. 
The temporal integration is performed using the four-stage 
Runge-Kutta scheme. The discretized form of Eq. (1) is: 

\vn 1 A / 
U"+W4=U"^ZT71---^rui (Rf-K-D") 

rf+m = U" 

j m+ 1/2 _ jjn 

U" + ] =U" 

AV" 

AV" + y 

AV" 

AV"+l/ 

AV" 

AV"+l 

4 AV" + ' 

1 At 

3AK" + I 

1 At 

~2AK" + I 

Af 

' AV"' 

(R'i 

W 

n + l / 3 

(6a) 

R''~D") (6b) 

-R"u-D") (6c) 

(Rl + i-R"„-D") (6d) 

where 

R, = ZUF- Uumg]AAx+ [G- Uvmg]AAe + [H- Uwmg]AAr) 

+ SAV 

RV=LTVAA 

The summation is taken along the finite volume boundary. 
The numerical damping term D" is treated in a similar way to 
that in the previous two-dimensional Euler solution (He, 1989). 
The second and fourth-order adaptive smoothing (Jameson, 
1983) is used in the stream wise direction and a simple second-

c = 
Cpx = 
dA = 

dV = 
E = 
f = 

n* = 
P = 
r -
S = 

s„ = 

chord length 
unsteady pressure coefficient 
differential area element with 
unit outward normal vector 
differential volume element 
internal energy 
frequency 
the unit vectors in x direction 
static pressure 
radial coordinate 
span 
viscous terms in a body force 
form 

U 
u 

w» 
V 

w 
X 

em 

e 
ft 
P 
a 
T 

primitive flow variable 
velocity in x direction 
absolute velocity in inlet 
velocity in 6 direction 
velocity in radial direction 
axial coordinate 
turbulence eddy viscosity 
circumferential coordinate 
laminar viscosity coefficient 
density 
inter blade phase angle 
shear stress 

u> = angular frequency 

Superscript 
n = index of time step 

Subscripts 
0 = time-averaged 

mg = moving grid 
n = order of the Fourier compo

nent . 
w = on walls 
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order smoothing is used in the pitchwise and the radial direc
tions. Similar to the numerical damping term, the viscous terms 
are only updated at the first stage. 

On solid surfaces (blade surfaces, hub, and casing), a slip 
condition is used, i.e., only the normal velocity are set to be 
zero. The wall shear stress is determined by using an approx
imate form of the log-law (Denton, 1990): 

A. 

T» „™,„™ 0.03177 0.25614 
0.5 pwu2„~ ' ln(Rew) [ln(Rew)]2 (7) 

where uw and p„ are velocity and density at mesh points one 
grid spacing (normal distance An) away from the wall and Rew 
= pKuwAn/n. For laminar flows the wall shear stress is simply 
evaluated by TW = JX uw/An. It has been found from steady 
flow solutions (e.g., Denton, 1992) that viscous flow behavior 
can be adequately modeled by this slip condition, which needs 
fewer mesh points in the near-wall region than does the stand
ard non-slip wall condition. 

At the inlet and outlet boundaries, the nonreflecting bound
ary conditions are preferred to prevent artificial reflections of 
outgoing waves. The one-dimensional and two-dimensional 
nonreflecting boundary conditions methods are currently 
available (e.g., Giles, 1990), while the three-dimensional non-
reflecting boundary conditions are still a subject of research. 
In the present calculations, the one-dimensional nonreflecting 
condition (Giles, 1990) is adopted for its simplicity of imple
mentation. 

Phase-Shifted Periodic Condition 
A single-blade-passage computational domain is adopted. 

It is assumed that the unsteadiness to be dealt with satisfies a 
temporal and circumferentially spatial periodicity, character
ized by a frequency / and an inter-blade-phase angle a. Thus 
the phase-shifted periodic condition can be applied at the pe
riodic boundaries. It is recognized that there is a limitation of 
the phase-shifted periodicity. That is, self-excited periodic vor
tex shedding phenomena can only be accommodated if they 
are locked in with the imposed fundamental frequency and its 
higher order harmonics. The phase-shifted periodic condition 
can be applied by using the conventional "Direct Store" 
method, proposed by Erdos et al. (1977). However the large 
computer storage required by the "Direct Store" method pre
sents a severe limitation for three-dimensional solutions. To 
avoid using large computer storage, a new method called 
"Shape Correction" has been developed for the previous two-
dimensional Euler solver (He, 1989). Here we extend the Shape 
Correction method to three-dimensional solutions. 

Let us denote that the single-passage computational domain 
is bounded by the lower (indicated by "L") and the upper 
(indicated by "U") periodic boundaries upstream and down
stream of the blade row. At these periodic boundaries, the 
flow primitive variables are approximated by an Mh order 
Fourier series in time: 

N 

Uu(x, r, t) = U0{x, r) + 2 [A„(x, r) sin (nut + a) 

+ B„(x, r) cos (nut+a)] (8a) 
N 

UL(x, r, t) = U0(x, r) + 2 [An(x, r) sin {nut) 

+ B„{x, r) cos {nut)] (8b) 

Instead of directly storing the variables for one period of 
time as in the "Direct Store" method, only the temporal Four
ier components are stored. During the time-marching solution 
process, the flow variables at the periodic boundaries are cor
rected by the stored temporal variation (i.e., the Fourier corn

er 

a r r _ i 

\ c ; •: ! \ 
b \ f "T~T~ r X 

d , , 

9 

h 

D H 

_^.x 
Fig. 1 Two-grid finite volume 

ponents). The new Fourier coefficients are obtained by a 
straightforward temporal integration of the flow variables over 
one period (e.g., for the lower boundary): 

U 
A„ = - ]>] UL sin {nut)At 

B„ = - V. UL cos {nut)At 

(9a) 

(9b) 

where Np is the number of time steps in one period. These new 
Fourier coefficients will then be used to correct the old ones. 
In this way, the stored temporal shape and the current solution 
correct each other until a periodic state is reached. The step 
by step implementation procedure is given by He (1989). It 
should be mentioned that another advantage of the "Shape 
Correction" method, apart from saving computer storage, is 
that it can be extended to general situations with multiple 
perturbations at different frequencies and inter-blade phase 
angles (He, 1992a). 

Two-Grid Time Integration 
For a typical finite volume, the mesh size in the three di

rections is comparable in the mainly inviscid part of the flow 
field. The streamwise mesh grids can usually be more or less 
uniformly distributed. However, in the radial and circumfer
ential directions highly refined mesh points have to be placed 
in the near-wall regions in order to resolve thin viscous layers. 
For time-accurate explicit time-integral schemes like the one 
adopted in the present method, the time step is limited by the 
smallest mesh size due to the numerical stability requirement 
(CFL condition). Thus the corresponding time step for un
steady flow solutions will be very small. It is recognized that 
a time-step length dictated by the mesh size in the mainly 
inviscid part of the flow field is sufficiently small to give an 
adequate temporal resolution. Hence the efficiency of the ex
plicit time-marching method would be enhanced if the usable 
time-step length in the near-wall fine mesh regions can be 
increased. For this purpose, we adopt a two-grid time inte
gration method. 
• The basic fine mesh is the one on which the flow variables 
are stored and the fluxes are evaluated. The coarse mesh is 
taken in such a way that each mesh cell contains several pitch-
wise and radial cells of the fine mesh. As shown in Fig. 1, a 
small finite volume abcdefgh of the fine mesh is contained in 
a big finite volume ABCDEFGH of the coarse mesh. For 
simplicity we now consider only one stage temporal integration 
over a fixed computational cell. If evaluated on a cell of the 
fine mesh as in a direct time-marchjng solution, the temporal 
change of flow variables is: 
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A V Fine 
(10) 

where i?fine is the net flux for the finite volume on the fine 
mesh. If the temporal change is evaluated on a big cell of the 
coarse mesh, which contains the small cell on the fine mesh, 
we have: 

( t / " + 1 -C/ " ) c 
Ata 

AF„ 
Re (ID 

where : is the net flux for the big.cell on the coarse mesh. 
The time step A/nne is the time step allowed on the fine mesh 

limited by the smallest mesh spacing, while Atcoarx is dictated 
by the mesh size of the coarse mesh and therefore can be much 
larger than At!ine. Suppose we want to run an unsteady solution 
with a time step At. Based on the smallest mesh size of the 
fine mesh (either in a radial direction or in the circumferential 
direction), At gives a Courant number CFL, much larger than 
CFL°, the one dictated by the numerical stability. The idea is 
that the temporal integration should be formulated in such a 
way as if the solution were time marched first on the fine mesh 
up to its stability limit A/fine and then on the coarse mesh using 
hoarse to make up the desired time step At. The time consist
ence condition is thus: 

Take 

A? = A/coarse + A/fine 

CFL0 

Atfine = At-
CFL 

The final formulation for evaluating the temporal change on 
the fine mesh is: 

o 
tn+l _ j jn U" + '-U")(me = 

^fine CFL 
AKfine CFL 

•At 

+ _1«^|1_CJT^\ (12) i?c 

AVCC ~CFL)' 

The implementation of the above formula is very easy, if 
we recall that the conservation relations give: 

AKcr :=I>Kfil # c ==E*f (13) 

where Nc is the number of the small cells contained in the big 
cell. This two-grid formulation is applied at each stage of the 
Runge-Kutta integration. In the mainly inviscid flow part where 
the mesh size in the three directions is comparable, the basic 
one-grid time-marching formulation is recovered. 

It should be pointed out that for a steady flow solution, this 
two-grid scheme is equivalent to a direct solution on the fine 
mesh because the residual, which drives the solution, is formed 
based on the net fluxes on the fine mesh. For an unsteady flow 
solution, the timewise accuracy on the fine mesh is no longer 
guaranteed. The loss in the temporal accuracy depends on the 
local ratio between fine and coarse mesh sizes. The length scale 
on which the temporal resolution is lost would be the mesh 
spacing length on the coarse mesh. As long as the coarse mesh 
spacing is taken to be much smaller than the physical wave
length of interest, this loss in time accuracy should be ac
ceptable. More details and validations of this two-grid method 
for the two-dimensional full Navier-Stokes calculations have 
been recently given by He (1992b, 1993). 

Validation of Three-Dimensional Euler Solution 
For three-dimensional flows, validations of unsteady flow 

calculation methods become more difficult, because three-di
mensional unsteady experimental data are currently hardly 
available in the published literature. Therefore comparisons 

/////////>//' 

Meridional View (A-A) 

/ 

Blade-Blade View (B-B) 

Fig. 2 Three-dimensional flat plate cascade test case geometry 

between numerical methods and analytical or semi-analytical 
linear theories for simple cascade geometries at inviscid flow 
conditions must play an essential part in validations of three-
dimensional unsteady solution methods. The present authors 
have proposed the following test case. 

The geometry is of a simple linear flat plate cascade placed 
between two parallel solid walls as shown in Fig. 2. The geo
metric parameters are 

Chord length: C=0.1 m 
Stagger angle: 7 = 45 deg 
Pitch/chord ratio: P/C= 1 
Span/chord ratio: S /C=3 

The inlet flow Mach number is 0.7 and the incidence is zero. 
The blades are oscillated in a three-dimensional mode. Each 
two-dimensional section is subject to torsion mode around its 
leading edge. The torsion amplitude is linearly varied along 
the span. At one end ("hub section"), the amplitude is 0. At 
the other end ("tip section"), the amplitude is 1 deg. The 
reduced frequency (K = uC/u„) is 1. Two inter-blade phase 
angles, a = 0 and 180 deg, are chosen. 

For this kind of flat plate cascade geometries at zero inci
dence flow condition, time-linearized semi-analytical theories 
should be very accurate and can be practically regarded as 
"exact" solutions. A well-known three-dimensional semi-an
alytical lifting-surface method has been developed by Namba 
(e.g., 1977, 1987), who provided his results for this three-
dimensional case (Namba, 1991). 

The present calculations were carried out by using the in
viscid Euler equations (setting viscous terms Sv to be zero). 
The mesh density is 81 x 25 X 21 in the streamwise, pitchwise, 
and radial directions, respectively. Calculated unsteady pres
sure differences Gump) at each two-dimensional section are 
presented in the form of 

AP, 
ACPX= 5 

where APt is the first harmonic pressure jump across the blade; 
Am is the torsion amplitude at the tip (i.e., 1 deg) in radian. 
The spanwise position of each two-dimensional section is given 
by: 

" - ! 

where R is the distance measured from the hub section. 
Figure 3 shows the chordwise distributions of the real and 

imaginary parts of the unsteady pressure jump at six spanwise 
sections (AR = 0.0; 0.2; 0.4; 0.6; 0.8; 1.0) for the interblade 
phase angle a = 0 deg. The corresponding results for a = 180 
deg are given in Fig. 4. Also presented in these figures are 
Namba's semi-analytical results. For both inter-blade phase 
angles, the present Euler calculations agree very .well with Nam
ba's theory. 
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Fig. 3 Real and imaginary parts of unsteady pressure jump coefficient 
at different spanwise sections (a = 0 deg) 
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Fig. 4 Real and imaginary parts of unsteady pressure jump coefficient 
at different spanwise sections (a = 180 deg) 

Steady and Unsteady Viscous Results for a Transonic 
Fan 

A check on the present viscous flow solution has been made 
by calculating the steady flow through a transonic fan rotor, 
known as "NASA Rotor 67," of which the steady flow field 
had been extensively measured at NASA Lewis (Strazisar et 
al., 1989). A computational domain with mesh points 73 X 
25 x 25 was used in the calculation. Figure 5(a) shows the 
meridional view of the mesh. The blade-to-blade view of the 
mesh at the midspan section is given in Fig. 5(b). 

For this experimental case, the rotor blades have about 0.8 
percent tip clearance. To take this into account, a very simple 
tip-clearance model is adopted in the present calculation. As 
shown in Fig. 6, the radial mesh spacing (a-c or b-d) of the 
computational cells adjacent to the tip is taken to be the tip 
gap (i.e., 0.8 percent of the span). For steady flows, the tip-
leakage effect is approximately included by equating flow vari
ables at a and b (c and d). For unsteady flows, this simple 
tip-clearance model is implemented by applying the phase-
shifted periodic condition for two mesh lines near the tip. 
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(a). Meridional View at Midpassage Fig. 6 A tip-leakage model 

Laser Measurement Present Calculation 

(b). Blade-Blade View at Midspan 
Fig. 5 Computational mesh for a transonic rotor 

The flow condition chosen for the present calculation is that 
at the rotor's peak efficiency. The calculation is performed 
assuming that the flow is fully turbulent. At the inlet the 
measured flow angle, stagnation pressure, and stagnation tem
perature in the absolute system are specified. The measured 
static pressure at the outlet is specified. Figure 7 shows the 
calculated steady Mach number contours at the blade-to-blade 
sections of 10, 30, and 70 percent span measured from the tip. 
Also shown in Fig. 7 is the corresponding Laser Anemometry 
measurements result (Strazisar et al., 1989). The results near 
the hub agree reasonably well with the experiment. At the 
section near the tip, the present calculated shock position is 
more rearward than that experimentally observed, indicating 
that the tip-leakage effect might be underpredicted. This is not 
unexpected considering the simple tip-clearance treatment 
adopted in the calculation. It may also be argued that the 
simple mixing-length turbulence model adopted may be an
other major reason for the discrepancy. It is, however, noticed 
that the flow patterns for this case predicted recently by Jen-
nions and Turner (1992) who adopted the full Navier-Stokes 

(a). 10% Span 

(b). 30% Span 

(c). 70% Span 

Fig. 7 Mach number contours (interval = 0.05) at three spanwise sec
tions (position measured from the tip) 

equations with the k ~ e turbulence model, are similar to the 
present ones. 

In order to demonstrate the feasibility of the present three-
dimensional unsteady viscous solver for blade flutter calcu
lations under practical conditions, an unsteady calculation was 
carried out for this transonic fan. After the above-mentioned 
steady solution is obtained, the blades are.oscillated in a torsion 
mode at each radial section. The torsion axis for all the sections 
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Fig. 8 Calculated spanwise distribution of unsteady moment coeffi
cient 

is a radial line, which goes through the midpoint of the chord 
on the hub section. The amplitude is linearly varied from 0 
deg at the hub to 0.5 deg at the tip. The oscillation frequency 
is taken to be 1000 Hz, which based on parameters at the rotor-
tip section gives a reduced frequency of 1.5. The interblade-
phase angle is 180 deg. It should be mentioned that for this 
unsteady viscous solution, the time step by using the two-grid 
method is increased by a factor of 10 compared to the direct 
explicit time-marching solution. A periodic solution with 10 
periods of oscillation requires a total of 48 CPU hours on a 
single processor of the Alliant FX-80 computer, which is 40 
percent faster than a personal computer PC-486 for the present 
code. 

Figure 8 shows calculated spanwise distributions of real and 
imaginary parts of the unsteady moment coefficient. The mo
ment coefficient at each spanwise section is defined in the same 
way as that for a two-dimensional cascade case (Fransson, 
1984) except that the blade vibration amplitude for normali
zation is taken from the tip section. Also presented in Fig. 8 
are results from the three-dimensional inviscid Euler solution 
obtained at the same steady and unsteady conditions. For the 
inviscid Euler solution, a mesh with the same number of points 
and a uniform distribution in the circumferential and radial 

directions is used. It has been well established that for transonic 
fans, inviscid and viscous steady flow methods predict very 
different shock structures. So the marked, difference in the 
unsteady results between the inviscid and viscous solutions for 
the present case is not unexpected. The imaginary part of the 
moment coefficient is a direct measure of the aerodynamic 
damping. The negative values (i.e., positive damping) of the 
imaginary part are predicted along the whole span by the vis
cous solution and virtually along the whole span by the inviscid 
solution. Thus both the solutions suggest that the rotor blades 
under these unsteady conditions would be aeroelastically sta
ble. It should be noted, however, that the maximum differences 
in terms of magnitude and phase of the unsteady loading be
tween the inviscid and the viscous solution are in the regions 
near the tip and hub where the flow is dominated by three-
dimensional viscous effects. The tip-leakage effect can be clearly 
seen from the results of the viscous solution. The unsteady 
loading is diminished at the tip section. In addition, there is 
a local region of high loading near the tip, probably induced 
mainly by the variation of the tip leakage flow due to the blade 
vibration. The three-dimensional inviscid Euler solution, on 
the other hand, shows a much smoother spanwise loading 
distribution. 

Concluding Remarks 

This paper describes the first-known three-dimensional un
steady viscous flow solution method for blade flutter calcu
lations. The simplified thin-layer Navier-Stokes equations are 
discretized in the cell-vertex finite volume scheme in a single-
blade-passage computational domain, and temporally inte
grated in the four-stage Runge-Kutta scheme. 

The phase-shifted periodic condition is implemented by us
ing the Shape Correction method, which greatly reduces the 
computer storage requirement compared to the conventional 
"Direct Store" method. 

The time-step limitation on the explicit time-marching scheme 
due to thin-viscous-layer resolution is considerably relaxed by 
using a time-consistent two-grid time-marching technique. 

Two test cases have been used to validate the present method. 
The first one is a proposed three-dimensional oscillating flat 
plate cascade. Calculated unsteady pressure distributions using 
the Euler equations (setting zero viscosity) are in very good 
agreement with a well-established semi-analytical theory. The 
second test case is for a transonic fan rotor with tip leakage. 
Calculated steady viscous flow results agree well with the cor
responding experiment and with other calculations. Calculated 
unsteady loadings due to oscillations of the rotor blades reveal 
some significant three-dimensional viscous effects. The fea
sibility of the present simplified thin-layer Navier-Stokes solver 
for oscillating blade flows at practical conditions has been 
demonstrated. 
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A Linearized Euler Analysis 
of Unsteady Transonic Flows 
in Turbomachinery 
A computational method for efficiently predicting unsteady transonic flows in two-
and three-dimensional cascades is presented. The unsteady flow is modeled using a 
linearized Euler analysis whereby the unsteady flow field is decomposed into a 
nonlinear mean flow plus a linear harmonically varying unsteady flow. The equations 
that govern the perturbation flow, the linearized Euler equations, are linear variable 
coefficient equations. For transonic flows containing shocks, shock capturing is 
used to model the shock impulse (the unsteady load due to the harmonic motion 
of the shock). A conservative Lax- Wendroff scheme is used to obtain a set of 
linearized finite volume equations that describe the harmonic small disturbance 
behavior of the flow. Conditions under which such a discretization will correctly 
predict the shock impulse are investigated. Computational results are presented that 
demonstrate the accuracy and efficiency of the present method as well as the essential 
role of unsteady shock impulse loads on the flutter stability of fans. 

Introduction 
In recent years, a number of linearized flow analyses have 

been developed to compute unsteady flows in cascades, es
pecially the unsteady flows that produce the aeroelastic phe
nomena of flutter and forced response. The unsteady 
aerodynamic loads acting on transonic airfoils in cascades are 
composed of two parts: the unsteady pressure distribution 
away from the shock, and a "shock impulse" load that acts 
where the shock impinges on the airfoil surface. This shock 
impulse arises from the unsteady motion of the shock. Accurate 
prediction of the shock impulse is important since the unsteady 
aerodynamic load due to the shock impulse is of the same 
order as the unsteady aerodynamic loads due to the unsteady 
pressure away from the shock. In viscous flows, the shock is 
smeared near the airfoil surface due to shock/boundary layer 
interaction and hence, strictly speaking, no shock impulse ex
ists at the surface. Away from the airfoil, however, the shock 
wave is very thin, typically on the order of a few mean free 
paths thick, and the concept of a shock impulse is important 
in connecting the regions of smooth flow on either side of the 
shock. 

Verdon and Caspar (1984), Verdon (1987), and Whitehead 
(1987, 1990) have developed linearized potential analyses of 
two-dimensional subsonic and transonic flows in cascades. 
Both Verdon and Whitehead have used shock capturing to 
model unsteady shock loads. Verdon has also used shock fitting 
in his linearized potential analysis to model the shock motion 
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cinnati, Ohio, May 24-27,1993. Manuscript received by the ASME Headquarters 
February 19, 1993. Paper No. 93-GT-94. Associate Technical Editor: H. Lukas. 

explicitly. Because of the assumption of isentropic and irro-
tational flow, however, these potential analyses cannot be used 
to model unsteady flows with strong shocks, flows with shocks 
that span the blade passage, or general three-dimensional flows. 
For this reason, investigators have begun to develop linearized 
Euler analyses of unsteady cascade flows (Hall and Crawley, 
1989; Hall and Clark, 1993a; Holmes and Chuang, 1993; Kahl 
and Klose, 1993; Hall and Lorence, 1993). Hall and Crawley 
(1989) have shown that shock fitting can be implemented within 
the framework of a linearized Euler analysis to model accu
rately the unsteady motion of shocks. However, due to the 
inherent complexity of shock fitting algorithms, one would 
prefer to use the simpler shock capturing technique to model 
the shock impulse. 

While shock capturing is favored for its simplicity, it has 
only recently been shown that the shock impulse load can be 
modeled properly using shock capturing within a linearized 
framework. For example, Lindquist (1991) and Lindquist and 
Giles (1991, 1994) have shown that the unsteady shock load 
can be accurately modeled using linearized Euler analyses pro
vided that the scheme is conservative and the shock is suffi
ciently smeared. Their results thus far, however, have been 
limited to quasi-one-dimensional channel flows. 

Two approaches have been suggested for obtaining discre
tizations of the linearized Euler equations. Using the first ap
proach, referred to in this paper as Method I, one first 
discretizes the nonlinear unsteady Euler equations and then 
linearizes the resulting finite difference equations. Using the 
second approach, Method II, one first linearizes the nonlinear 
unsteady Euler equations and then discretizes the resulting 
linearized equations using traditional finite difference or finite 
volume techniques. 
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In this paper, we show by numerical experiment that both 
Method I and Method II linearizations will produce the correct 
shock impulse provided that the finite difference representation 
of the linearized Euler equations is consistent and conservative. 
Having demonstrated the validity of a linearized analysis of 
transonic flows with shocks, we present a linearized Euler 
analysis (Method II type) of unsteady two- and three-dimen
sional flow in cascades. Ni's Lax-Wendroff scheme (Ni, 1982) 
is used to obtain a finite volume representation of the unsteady 
linearized Euler equations. Computational results are pre
sented for both two- and three-dimensional unsteady transonic 
flows in cascades. Some of these calculations are compared to 
those computed using a nonlinear time-marching shock cap
turing Euler analysis. It is shown that the present unsteady 
linearized analysis agrees quite well with the nonlinear analysis. 
The computed results also demonstrate that the unsteady shock 
loads can provide a destabilizing influence on the flutter sta
bility of cascades. 

Theory 

Flow Field Description. In this paper, we assume that the 
unsteady flow is inviscid and adiabatic, and that the unsteady 
flow in a cascade may be modeled by the Euler equations. For 
a three-dimensional rotating Cartesian coordinate system, the 
Euler equations are given by 

dU dF 3G dU -

at ox dy oz 
0 (1) 

where U is the vector of conservation variables, F, G, and H 
are the so-called flux vectors, and § is a vector of source terms 
arising from centrifugal and Coriolis forces. These vector 
quantities are given by 

U = 

p 
pu 

pv 

pw 

e _ 

, F = 

pu 

pu2+p 

pUV 

puw 

pul 

, G = 

pO 

pUV 

pv2+p 

pvw 

pvi 

pw 

puw 

pvw 

pw2+p 

pwl 

, s= 

0 

0 

p(Q2y-2Qw) 

p(Q2z + 2Qv) 

0 

H = 

where p is the density, p is the pressure, u, v, and w are the 
x, y, and z components of velocity, e is the internal energy, 
and / is the rothalpy. Here we have assumed that the coor
dinate system is rotating about the x axis with rotational speed 
U. The pressure, p, and the rothalpy, /, are given by 

p = ( 7 - l ) .2.2 

and 

e--p(u2 + v2+w2)+-pQ2r 

7 P 1 
p y —1p 2 2 

where /• is the distance from the x axis (r = \J y2 + z2). 
Next, we would like to determine the small disturbance be

havior of Eq. (1) due to, for example, the fluttering motion 
of the blades of the cascade. To improve the accuracy of these 
calculations, a number of investigators have proposed the use 
of a harmonically deforming computational grid (Huff and 
Reddy, 1989; Hall and Clark, 1993a, 1993b; Holmes and 
Chuang, 1993; Hall and Lorence, 1993). The motion of the 
grid is defined by 

*($,ij, r, r)=s+/(£, r,, ry w (20 
m , v. f. T)=v+ga;, r,, ry w (2b) 
z(a,v,t,T) = {+h(Z,r,,nei"T (2c) 

'«,»». J-.r) = r (2d) 

where co is the frequency of vibration of the blades, and where 
/ , g, and h are the perturbation amplitudes of the grid motion 

Nomenclature 

A = channel height 
B = model equation source 

term coefficient 
b = inhomogeneous part of 

linearized Euler equations 
C,„ - unsteady pitching moment 

coefficient 
Cp, cp = mean and unsteady coeffi

cient of pressure 
= (P - P.00)/(pV2/2) 

e = internal energy 
f, g, h - grid motion perturbation 

functions 
F, G, H = Euler equation flux 

vectors 
F, G, H = Euler equation mean flow 

flux vectors 
F = model equation flux 
F = model equation mean flow 

flux 
G ~ linear blade-to-blade gap 

g(x, t) = test function 
/ = rothalpy 
/ = impulse 

j = V M 
M = Mach number 

P = 

P = 

P 
r 

R 
S 

model equation 
'pressure" 

model equation mean flow 
"pressure" 
static pressure 
distance from x axis 
overrelaxation factor 
Euler equation source 
term 

S = Euler equation mean flow 
source term 

t = time 
u, v, w = Cartesian components of 

velocity 
vector of conservation 
variables 
mean, perturbation 
conservation variables 
model equation conserva
tion variable 
model equation mean and 
perturbation conservation 
variable 
mean shock location 
complex amplitude of 
shock motion 

U 

U, u = 

u = 
U, u 

Xs 

x,y,z = 
d = 

T = 
G = 

{.»». f = 
P = 
a = 
T = 

CO, CO = 

a = 
Subscripts 

/ = 
P = 

T = 

u = 

— 0 0 , 00 = 

Superscripts 
n = 

Cartesian coordinates 
inflow angle measured 
from axial direction 
ratio of specific heats 
stagger angle 
computational coordinates 
static density 
interblade phase angle 
time in computational 
coordinates 
dimensional and reduced 
frequencies 
shaft rotation rate 

grid index 
due to perturbation in 
pressure 
total or stagnation 
quantity 
due to perturbation in 
conservation variable 
far upstream and 
downstream regions 

time index 
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about the mean positions, £, JJ, and f. Having defined the grid 
motion, the unsteady flow field is represented by the pertur
bation series 

A 

ua,,, f, T)=U«,^, n+u«, v, &* (3) 

Substitution of Eqs. (2) and (3) into Eq. (1) and collection of 
the terms that are first order in the perturbations u and if, g, 
h)T results in the linearized Euler equations, 

9 / 3F 
3ij 

dG 

dU- ii + 
9_H 

3f Vau 
3S 
3U 

where b is a fairly complex expression that depends on the 
mean flow and the prescribed grid motion (see, for example, 
Hall and Lorence, 1993). 

Numerical Modeling of the Shock Impulse. The first ques
tion we address in this paper is: What is the proper way to 
discretize and linearize the Euler equations in such a way that 
the linearized finite difference or finite volume equations prop
erly predict the shock impulse loads that result from the un
steady shock motion. There are two obvious approaches one 
can take to obtain a discretization of the linearized Euler equa
tions. One approach (Method I) is first to discretize the non
linear Euler equations and then linearize the resulting nonlinear 
finite difference equations. The other approach (Method II) 
is first to linearize the nonlinear Euler equations then discretize 
the resulting linearized equations. We claim here that both 
approaches will produce the correct result provided that the 
resulting difference equations are conservative. 

Due to the complexity of the three-dimensional Euler equa
tions, we consider the simpler one-dimensional model equation 
given by 

dU dF 

dt dx 
(5) 

where F = F(U), P = P(O), and B = B(x). This model 
equation is very similar in form to the quasi-one-dimensional 
Euler equations that describe flow in a channel with a spatially 
varying cross sectional area. Since F and P are in general 
nonlinear functions of the conservation variable 0, this model 
equation is nonlinear. 

As before, we model the conservation variable U as the sum 
of a mean part U plus a small harmonic perturbation «e""'. 
The mean solution is governed by 

9F 
— + BP=0 
dx 

(6) 

where F = F( U) and P = 
model equation is given by 

P(U). The linearized unsteady 

d (dF \ DdP 
JUU + d-x{wU)+BdU^0 (7) 

where u is the perturbation solution, and dF/dU and dP/dU 
are steady flow Jacobians. 

Returning for the moment to the unsteady nonlinear model 
equation, Eq. (5), it is well known that because the model 
equation is nonlinear, it will in general admit genuine solutions, 
that is, solutions with flow discontinuities. In smooth regions 
of the flow, the genuine solutions satisfy the differential equa
tion, Eq. (5). The weak solution is that genuine solution that 
also satisfies the integral relation 

11 (g,U-gxF)dxdt+ g(x, 0)U(x, 0)dx=0 (8) 

for every test function g(x, t) that vanishes for large x or t 
and that has continuous first derivatives (Lax, 1954; Lax and 
Wendroff, 1960). One can then show that the unsteady Ran-
kine-Hugoniot shock jump conditions at flow discontinuities 
are given by 

Unsteady Shock 
Trajectory, Xs 

u = b (4) •§ 

Fig. 1 Top to bottom: (a) trajectory of shock in a channel or on an airfoil 
surface; (b) mean and unsteady flow distribution; (c) perturbation flow 
showing shock impulse; (d) same as (c) with impulse modeled by shock 
capturing. Note that the area under the impulse is the same as in (c). 

X,lO$-lFl = 0 (9) 

where the symbol J . . .]] denotes the jump in the enclosed quan
tity across the shock, and Xs is the velocity of the shock. 

If one then considers an unsteady flow with small harmonic 
unsteadiness, one may linearize Eq. (9) to obtain the linearized 
shock jump conditions (Hall and Crawley, 1989) 

juxsim-
dF dF 

dx 
= 0 (10) 

where u is the small disturbance part of the unsteady flow and 
xs is the small complex amplitude of the shock motion. Noting 
that the steady flow solution is given by dF/dx = -BP, Eq. 
(10) may be rewritten as 

juxAUl -
dF 

+ xsBm = 0 (U ) 

A graphic interpretation of Eq. (11) is shown in Fig. 1. Shown 
are the mean and unsteady flow shock trajectories as well as 
the resulting unsteady flow, U, the mean flow U, and the 
perturbation flow, u. Note that u is just the difference between 
the unsteady and mean flows, u = U - U. Further note that 
near the shock, an impulse in u appears due to the motion of 
the shock. In the limit as the unsteadiness in the flow tends 
toward zero, the integrated value of this impulse is given by 
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udx= -xslUK= -xs(U2-Ui) 
*s~ 

Finally, Eq. (11) may be written as 

' dF 
M„ + dU 

+ BIp = 0 

(12) 

(13) 

We presently demonstrate that the weak solution of the 
linearized unsteady model equation, Eq. (7), produces an 
equivalent shock jump condition. Multiplying Eq. (7) by a test 
function g (x) and integrating the result over the solution do
main x € [0, L], we obtain 

?(*) 
d (dF \ dP 

J0>U+YX\JIJU )+Bwu dx = 0 (14) 

Integration by parts applied to the middle term in Eq. (14) 
gives 

dg dF 
jo>gu-—~u + i 

dx oU 
dP dx+\gd£u = 0 (15) 

Next we let the test function g(x) be given by 

fl \lXs-t<x<Xs+<i 

[0 otherwise 

where Xs is the mean shock position and e is a small positive 
number. Differentiating Eq. (16) with respect to x gives 

?(*) = (16) 

-± = b[x-(X,-e)]-b[x-(Xs + e)\ 
dx 

(17) 

where <5[...] is the Dirac delta function. Substitution of Eqs. 
(16) and (17) into Eq. (15) gives the desired shock jump con
ditions of the linearized unsteady model equation, 

J Xs+e 

y - « 

ju> \ udx + 
dF + B\x_]wUdX = ° (18) 

The integrals in Eq. (18) are the areas under the impulse in u 
and the impulse in p, the perturbations in the conservation 
variable and pressure, respectively, and are denoted here by 
/„ and Ip (see Fig. 1). 

Finally then, we may write the Rankine-Hugoniot jump 
condition for the linearized model equation as 

M„ + 
dF 

dU' 
+ BIp = 0 (19) 

This expression is identical to Eq. (13), thus demonstrating 
that the weak solution to the linearized unsteady model equa
tion may be equal to the linearized weak solution of the non
linear model equation. However, the equality of Eqs. (13) and 
(19) should be regarded as a necessary but not sufficient con
dition for the linearized model equation to predict the correct 
shock impulse. As a practical matter, as will be demonstrated 
shortly, the shock impulse is correctly predicted using the lin
earized Euler equations provided that the discretization scheme 
is stable, consistent, and conservative. 

Also note the importance of the area of the impulse. When 
capturing the shock impulse, the width and height of the im
pulse will depend on the amount of smoothing (or artificial 
viscosity) in the numerical scheme. The area under the impulse, 
however, should be independent of the smoothing. 

Method I and Method II Linearizations. To illustrate the 
difference between Method I and Method II linearizations, we 
consider again the model equation given by Eq. (5) with the 
source term set to zero (B = 0). 

Method I linearization. Consider the discretization of the 
nonlinear unsteady model equation, Eq. (5), using the Lax-
Wendroff scheme. The one-dimensional computational grid is 
assumed to have constant cell size Ax and constant time step 
At. The solution at time level n + 1 is found by Taylor ex
panding the solution about time level n to obtain 

U'!+x = U'! + At 
dU 
dt 

At2 d2U 
' 2 dt2 + 0{Af) (20) 

where / denotes the r'th grid node in the x direction. The time 
derivatives in Eq. (20) are obtained by manipulation of the 
original model equation, Eq. (5). Rearranging Eq. (5) gives 

dU 
dt~~ 

dF{U) 
dx 

Differentiating Eq. (21) with respect to time gives 

dt2 

d_ 

dx 
dF^dU 

BU dt 
d_ 

dx 

dF_BF 

dU dx 

(21) 

(22) 

Next, substitution of Eqs. (21) and (22) into Eq. (20) yields 

Cri+' = 0'!-At 
dF 

dx 

At2 d (dFdP 

2 dx \dUdx 
+ 0(Ati) (23) 

Finally, using centered finite difference expressions to ap
proximate the spatial derivatives, the familiar Lax-Wendroff 
finite difference equation is obtained, i.e., 

OT ' = £/?-
At 

2Ax 
[ /?+1- /7-J 

At2 

'lAx2 

dF 

dU 
{F'!+l , } dO 

{F'l-F'LX) (24) 

The Lax-Wendroff scheme above is second-order accurate 
[i.e., OiAx2, At2)] and is conservative (for constant Ax and 
At). A Fourier stability analysis indicates the scheme is stable 
for CFL numbers less than unity. Lax (1954) and Lax and 
Wendroff (1960) have shown that if the conservative form of 
the Euler equations is used, and the discretization of the Euler 
equations satisfies numerical conservation, and further that 
the scheme is consistent and stable, then the shock wave speed 
and strength will be correctly predicted. The Lax-Wendroff 
scheme above satisfies these conditions and therefore will cor
rectly predict the unsteady shock motion. 

Next, we would like to determine the behavior of Eq. (24) 
when the unsteadiness in the flow is small compared to the 
mean flow field. Since the resulting equations will be linear, 
we may without loss of generality assume that the flow field 
is composed of a nonlinear steady mean flow and a small 
perturbation harmonic unsteady flow so that 

U(x, t) = U{x)+u(x)e>°" (25) 

where u is much smaller than U. When viewed on our com
putational grid, Eq. (25) becomes 

Of=[/ /+u /e
/"A/" (26) 

Substitution of Eq. (26) into Eq. (24) and collecting terms of 
first order in the perturbation quantity u gives the desired 
discrete small disturbance behavior of the nonlinear finite dif
ference equations, 

(l-e"°A')M,-
At 

~2Ax 

At2 

lAx2 

" dF~ 
dU 

dF 

dU 

dF 

, ^ - B U 
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li+,~8U 

Ui\ 

480/Vol . 116, JULY 1994 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///dUdx


dF 

dU 

/dF 

;- , /A^ 
At2 

lAx2 

' d2F 

dU1 
i+ 

dF 

i 

W/ + 1/2 
1/2 

\ ] 
« ; - 1 ) 

; - i / _ 

Fi+i-Fi) 

dlf 
= 0 (27) 

Equation (27) describes the,small disturbance behavior of the 
nonlinear Lax-Wendroff equation. One interesting feature of 
Eq. (27) is the appearance of the terms involving d2F/dU2. 
These terms appear because of nonlinearities in the Lax-Wen
droff scheme itself rather than nonlinearities of the Euler equa
tions. 

For a one-dimensional problem, Eq. (27), along with ap
propriate inflow and outflow boundary conditions, could be 
assembled into a tridiagonal matrix equation, which could then 
be solved quite efficiently using Gaussian elimination (the 
Thomas algorithm). For two- and three-dimensional problems, 
however, this approach would be computationally expensive 
and require large amounts of computer storage. For these 
reasons, an iterative solution technique is preferred. The fol
lowing explicit relaxation procedure is proposed: 

Uj = Uj + OUj (28) 

where <5«,- is the left-hand side of Eq. (27). As Eq. (28) is 
marched in time, a steady-state value of u" will be obtained 
and the solution to Eq. (27) will be recovered. This procedure 
is similar to the pseudo-time time-marching technique pro
posed by Ni and Sisto (1976) for solving the linearized Euler 
equations. Equation (27) can be shown to be consistent with 
the linearized model equation, Eq. (7), with truncation errors 
that are 0(Ax2, At2). A Fourier analysis of Eq. (28) reveals 
that the scheme is unconditionally unstable if to is nonzero. A 
spectral radius stability analysis, however, that takes into ac
count the stabilizing effect of the far-field boundary conditions 
shows that the scheme is stable for CFL numbers less than 
unity (Clark, 1992). 

Method II linearization. An alternative approach to 
Method I is first to linearize the nonlinear unsteady flow equa
tions, and then discretize the resulting linear equations. To 
illustrate this approach, we return again to the one-dimensional 
model equation given by Eq. (5) and, introducing the pseudo-
time assumption of Ni and Sisto (1976), assume that the un
steady flow U(x, t) is composed of a nonlinear mean flow, 
U(x), plus a small unsteady harmonic perturbation flow, u (x, 
Oe""', so that 

0(x, t) = U(x) + u (x, De1"' (29) 

Substitution of Eq. (29) into Eq. (5) and collection of first-
order terms results in the pseudo-time linearized model equa
tion 

du . 3 
—+JUU + — 
dt dx 

dF 

dU' 
u\ = 0 (30) 

Note that Eq. (30) is now hyperbolic in time so that it can be 
marched in time. Furthermore, as time advances, u will reach 
a steady-state value so that the solution to Eq. (7) will be 
recovered. 

The next step is to discretize the linearized equation using 
the Lax-Wendroff scheme. Manipulation of Eq. (30) gives 

du 

W 
dF 

-J"u-Yx\wu (31) 

dt 
2 „. a dF \ d 

2- = - co u + 2/co — I -^r. u I + dx \dU dx 

dF a dF 

dUdx \dU 
(32) 

Finally, making use of centered spatial derivatives and sub
stitution into the Taylor expansion, Eq. (20) gives the desired 
Lax-Wendroff formula, 

8« f= - -^ [« f + 1 + 2«f+ «?_-,] 
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dU 
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dF 

dU 

„ dF 

i+^~dV 

/dF 

,--i/2W 
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»'•' .1 
/'- 1 / _ 

(33) 

As in the Method I discretization [Eq. (27)], the Method II 
discretization [Eq. (33)] is consistent with the linearized model 
equation [Eq. (7)] with truncation errors that are OiAx2, At2). 

Note that the Method II discretization [Eq. (33)] differs 
significantly from that obtained using Method I [Eq. (27)]. In 
particular, the unsteady terms involving to are somewhat dif
ferent, and the quasi-steady terms involving d2F/dU2 in Eq. 
(27) do not appear in Eq. (33). Clearly, the order in which the 
linearization is performed is important in determining the pre
cise form of the difference equations. 

Test for Linearized Conservation. Consider the Method I 
discretization of the model equation, Eq. (27). The one-di
mensional computational grid has M nodes. To test for con
servation, Eq. (27) is multiplied by gjAx/At (where g, = g(x,)) 
and summed over the computational domain. After some ma
nipulation including summation by parts, one can show that 
this sum is given by 

(1-e7'"') 

At 
2 UigjAx+ 2 -ft-i 3F 

2Ax dU 
UjAx 

~gM 
aF 
dU UM+g\ 

M 

3F 
dU 

ux + 0(Ax,At) (34) 

and 

In the limit as At, Ax — 0, Eq. (34) approaches Eq. (15). 
Therefore, this Method I linearization of the Lax-Wendroff 
scheme is conservative (at least for the case considered here 
of constant At, Ax). A similar analysis of Method II reveals 
that is also conservative. 

Two- and Three-Dimensional Linearized Euler Solvers. 
The two- and three-dimensional linearized Euler analyses used 
in these codes have been previously described (Hall and Clark, 
1993a; Lorence, 1991; Hall and Lorence, 1993; Clark, 1992). 
We therefore briefly outline the computational method used 
to calculate the unsteady flow field and refer the interested 
reader to the references above for more detail. 

The general solution procedure is as follows. First, an H-
grid is generated for a single blade passage of the cascade. The 
mean flow field is then computed using a conservative non
linear steady Euler solver. Then, for each interblade phase 
angle, vibratory mode shape, and reduced frequency of inter-
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est, the unsteady grid motion is prescribed. The mean flow 
field and prescribed blade motion are then used to form the 
variable coefficients and the inhomogeneous part of the lin
earized Euler equations. Finally, the linearized Euler equations 
are solved in a single computational passage using the pseudo-
time technique proposed by Ni and Sisto (1976). Ni's Lax-
Wendroff scheme (Ni, 1982; Dannenhoffer, 1987; Ni and Bo-
goian, 1989) is used to discretize and solve the pseudo-time 
linearized Euler equations. For the comparisons presented in 
this paper, we have developed both Method I and Method II 
versions of the linearized unsteady Euler solver. Both Method 
I and Method II schemes are second-order accurate [OfAx2, 
At2)]. A combination of second and fourth difference smooth
ing is used to eliminate sawtooth modes and capture shocks. 
Ni's multiple grid acceleration technique is used to speed con
vergence. 

In the present analysis, we assume that the blade row is an 
isolated blade row in an infinitely long duct. The computational 
domain, however, is finite in extent. At the far-field compu
tational boundaries, nonreflecting boundary conditions are 
applied to prevent spurious reflections of outgoing pressure, 
entropy, and vorticity waves back into the computational do
main (Hallet al., 1993). 

For transonic flow calculations, a conservative discretization 
is required to model accurately the shock impulse. For Ni's 
two-dimensional scheme to be conservative, the ratio of the 
cell time step to the cell area must be a constant throughout 
the computational domain (in the three-dimensional scheme, 
the ratio of the time step to the cell volume must be constant). 
Furthermore, for stability, the CFL restriction must not be 
violated anywhere in the domain. This means that the time 
step used in some computational cells may be much smaller 
than the maximum permissible time step for that cell, greatly 
slowing the convergence of the scheme, even when using mul
tiple grid acceleration. To overcome this difficulty, we propose 
the following modification to the linearized scheme. Consider 
again the finite difference representation of the linearized model 
problem [Eq. (27)]. We modify this equation such that 

u'!+[ = u'! + Rfiu'l (35) 

where Su" is as before and Rj is an overrelaxation factor. In 
the present analysis we have taken this factor to be roughly 
equal to the maximum permissible local time step size divided 
by the actual conservative time step. 

A Fourier analysis shows that for overrelaxation factors 
greater than unity, Eq. (35) produces an unconditionally un
stable scheme. It would seem, therefore, that overrelaxation 
would not be useful. However, for transonic flow calculations, 
smoothing must be added to the scheme to capture shocks. 
This smoothing stabilizes the overrelaxation scheme so long 
as the overrelaxation factor is not too large. Hence, a clamp 
is also applied so that the maximum overrelaxation factor can 
be no larger than about five. As we will demonstrate, the 
overrelaxation scheme is stable and significantly reduces the 
computational time required to obtain a converged solution. 

Results 
Transonic Channel Flow. To test the present linearized 

Euler analyses, we first consider the transonic flow through a 
diverging channel. This case is presented to demonstrate the 
ability of the linearized Euler method to model shock motion 
accurately using shock capturing. We will demonstrate that 
both Method I and Method II linearizations will produce sat
isfactory results as long as they are conservative. 

The channel considered here has a height, A, given by 

A(x)=AMa 1.10313 + 0.10313tanh 1 0 * - ; 

a. 
T3 

E O 

y 
- Mach Number ^/r ° 

Pressure 

i 
i 

i 

Symbol 

a • 

i 

Method 

Steady Euler, 
129x5 grid 

Shock Fitting, 
1001 x 1 grid 

I 

0.0 0.2 0.4 0.6 
Channel Location, x 

0.8 1.0 

0<X<1 (36) 

Fig. 2 Steady transonic flow In a diverging channel 

(The units may be taken to be any consistent set of units.) So 
that we may compare the results obtained by the present method 
to those obtained by a one-dimensional shock-fitting theory, 
Ainia is taken to be small compared with the channel length 
(̂ 4inlet = 0.01). The inflow total pressure, PT, total density, 
pT, and flow velocity, U, are 1.0, 1.364, and 1.0, respectively. 
The back pressure, Pexit> is 0.7422. Shown in Fig. 2 is the Mach 
number and pressure distribution as computed using the 
present nonlinear steady Euler solver on a 129 x 5 node com
putational grid. The grid was generated so that the compu
tational cells all have the same area, AA. The time step, At, 
used in these calculations was constant throughout the com
putational domain unless otherwise noted. Constant At and 
AA were chosen because Ni's scheme is only conservative if 
the ratio At/AA is constant throughout the computational 
domain. 

Also shown for comparison in Fig. 2 is the solution deter
mined using a steady quasi-one-dimensional, shock-fitting Eu
ler solver using 1001 grid nodes in the x direction. The shock-
fitting Euler solution is grid converged and may be taken to 
be the exact solution. Note the excellent agreement between 
the two different approaches. The only noticeable differences 
occur at the shock, where the present nonlinear Euler analysis 
smears the shock over about five grid nodes. 

Next, we consider a quasi-steady perturbation in the back 
pressure. The perturbation solution was calculated using four 
different approaches. First, the solution was calculated using 
a quasi-one-dimensional, shock-fitting, linearized Euler anal
ysis. This solution was computed on an extremely fine grid 
(1001 nodes in the x direction) and is essentially the exact 
solution. Next, the present nonlinear steady Euler solver was 
used to compute two nonlinear solutions at slightly different 
back pressures. These two solutions were then subtracted one 
from the other and the result was normalized by the difference 
in back pressures to obtain the perturbation solution. Finally, 
the solution was determined using the present linearized Euler 
analysis (both Methods I and II). It should be noted that for 
this comparison the usual nonreflecting far-field boundary 
conditions were replaced with reflecting boundary conditions. 
Upstream the perturbation in total pressure and density as well 
as the inflow angle was set to zero. Downstream the pertur
bation in static pressure was prescribed. These boundary con
ditions for this model problem were chosen for their simplicity 
and are not meant to model any real physical system. The 
results of these various approaches are shown in Fig. 3. The 
Method I and Method II results are indistinguishable from one 
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Shock Fitting, 1001 
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Channel Location, x 

0.56 0.60 

Fig. 3 Top: perturbation pressure in a diverging channel due to a steady 
perturbation in back pressure; bottom: enlarged view of the shock im
pulse region 

another and are therefore plotted with a single symbol. As 
expected, all the solutions are in excellent agreement in regions 
away from the shock. At the shock, however, the methods 
using shock-capturing produce an impulse of pressure. The 
area under the impulse is equal to the product of the shock 
displacement and the mean pressure jump across the shock. 
The shock impulse then represents the load exerted on the wall 
due to the motion of the shock. Also shown in Fig. 3 is an 
enlarged view of the shock region. Note that the computed 
results from the Method I and Method II linearizations are 
virtually identical to the perturbation of the nonlinear Euler 
analysis. 

To validate the linearized shock capturing technique further 
for unsteady flows, we computed the unsteady pressure dis
tribution due to an unsteady perturbation in back pressure 
with an excitation frequency, to, of 1.0. The results are shown 
in Fig. 4. Also shown are the results of a quasi-one-dimen
sional, unsteady, shock-fitting, linearized Euler solver. Away 
from the shock, the results agree quite well with the Method 
I and II results. At the shock, the present Method I and II 
solutions show an impulse. This impulse represents the un
steady load acting on the channel wall due to the motion of 
the shock. 

To determine whether the present linearized Euler solver 
correctly predicts the unsteady loads induced by the shock 
motion, the pressure was integrated over the lower channel 
wall to determine the net wall force. The results from this 
analysis are tabulated in Table 1 for several different fre
quencies. Also tabulated in Table 1 is the wall force computed 
using the linearized unsteady shock-fitting code. The conserv
ative forms of the Method I and Method II analyses are seen 
to be in almost perfect agreement with the shock-fitting scheme 
for all frequencies, suggesting that the shock impulse found 
using shock capturing is properly modeled. Even in the higher 
frequency cases the agreement is quite good, although there 
is a slight error (about 0.5 deg) in the phase of the wall force. 

Symbol 

Q A 

Method 

Methods land II, 129x5 

Method I, Nonconserv. 

Shock Fitting, 1001 

0.0 0.2 0.4 0.6 0.8 1.0 

c o 

BBBnBnneng n a n a n a 
AAAAA & Â H A i A ^ A ^ * 

0.40 0.44 0.48 0.52 
Channel Location, x 

0.56 0.60 

Fig. 4 Top: unsteady pressure in a diverging channel due to an unsteady 
perturbation in back pressure, m = 1.0; bottom: enlarged view of the 
shock impulse region 

Table 1 Predicted pressure loads in a transonic diverging channel due 
to an unsteady perturbation in back pressure using a uniform area com
putational grid 

Frequency Scheme Wall Force 

0.0 ID Shock Fitting 

Nonlinear Euler" 

Method I 

Method II 

1.0305 Z 0.0" 

1.0346 / 0.0° 

1.0273 Z 0.0° 

1.0273 Z 0.0° 

1.0 ID Shock Fitting 0.6390 Z - 78.7" 

Method I 0.6353 Z - 78.8° 

Method II 0.6354 Z - 78.8° 

Method I 0.5397 Z - 46.6° 

Method II 0.6229 Z - 84.9° 

Nonconservative 

Nonconservative ' 

2.0 ID Shock Fitting 0.1974 Z - 114.1° 

Method I 0.1983 Z -113 .6° 

Method II 0.1984 Z - 1 1 3 . 6 " 

a Results from the steady analysis were found for two slightly different 
back pressures. The two solutions were then differenced and normalized by 

Time accurate time marching steady and unsteady solution on a 
nonuniform area computational grid. 
• "Local time stepping used in steady and unsteady analyses. 

We believe that these differences arise from the dispersion 
errors in the solution away from the shock rather than from 
a limitation in shock capturing at high reduced frequencies. 

Finally, for the CJ = 1.0 case, we deliberately made the 
Method I and II calculations nonconservative to demonstrate 
that the shock impulse cannot be properly modeled using a 
nonconservative algorithm. In the Method I calculation, the 
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Symbol 

• 
Method 

Present Steady Euler, 193x49 nodes 

Nonlinear Euler (Huff), 121x41 nodes 

Symbol 

• 

Method 

Method II, 193x49 nodes 

Nonlinear Euler (Hulf), 121x41 nodes 

0.4 0.6 
Distance Along Chord, \ /c 

Fig. 5 Coefficient of pressure distribution, Tenth Standard Configu
ration: M_„ = 0.8, G = 1.0, 0 = 45 deg, n_„ = 58 deg 

time step At was held constant throughout the domain, but a 
grid with variable cell areas near the shock was used. In the 
Method II calculations, the cell areas AA were constant 
throughout the computational domain, but the time step used 
in each computational cell was based on a local CFL number 
(local time stepping). In both cases, the ratio At/AA varies 
over the computational domain making the schemes noncon-
servative. As shown in Table 1, the incorrect wall force is 
predicted whenever the scheme is nonconservative. In the 
Method I case (see also Fig. 4), the phase of the wall force is 
in error by about 32.1 deg. The phase error in the Method II 
example is 6.2 deg. 

From these numerical results we conclude that both Method 
I and Method II linearizations will produce satisfactory results 
if and only if the linearizations are conservative. However, 
since the Method I linearization is predicated on the assumption 
that a constant time step is used throughout the computational 
domain, this precludes the use of Method I for most problems 
since it would be difficult and undesirable to generate com
putational grids with constant cell areas throughout the com
putational domain. With the Method II analysis, we only 
require that At/AA be constant for the scheme to be conserv
ative. Therefore, for the remaining examples, we will use a 
conservative Method II analysis. 

Unsteady Compressor and Fan Flows. Having demon
strated the ability of the present method to model transonic 
channel flow, we next consider the unsteady flow in com
pressors and fans. 

Tenth Standard Configuration. The first cascade consid
ered is the Tenth Standard Configuration (Boles and Fransson, 
1986; Fransson, 1991). The airfoils of this cascade have a 
NACA 0006 thickness distribution slightly modified so that 
the trailing edge is wedged rather than blunt. The camber line 
is a circular arc with a maximum height of 5 percent of the 
chord. The flow conditions are such that there is a supersonic 
patch on the suction surface of the airfoil. The stagger angle, 
6 , is 45 deg and the gap-to-chord ratio, G, is 1.0. The mean 
inflow angle, /3_„, is 58 deg and the inflow Mach number, 
M_„, is 0.8. Figure 5 shows the computed coefficient of pres
sure distribution along the airfoil surface calculated using the 
present nonlinear steady Euler code. The grid used for this 
calculation was a 193 x 49 node H-grid with a total of 193 
nodes on the airfoil surface. Note in particular the transonic 

E 

a 
.£ o 

-

1 

Scheme 

Method II 193x49 

Huff 121x41 

i 

Suction Surface 

Pressure Surface 

Integrated Lift 

3.1627,-86.7deg 

3.2343 , -83.8 deg 

I I 

0.0 0.2 0.4 0.6 
Distance Along Chord, 1,1c 

0.8 1.0 

Fig. 6 Real and imaginary unsteady surface pressure, Tenth Standard 
Configuration, plunging: u = 1.287, a = - 9 0 deg 

patch on the suction surface of the airfoil. The present steady 
Euler solver captures the shock over about five grid points. 
Also shown is the nonlinear Euler solution provided by Huff 
based on a flux difference splitting algorithm (Huff and Reddy, 
1989; Huff, 1992). 

With the steady solution now known, consider the case where 
the airfoils plunge with an interblade phase angle, a, of - 90 
deg and a reduced frequency, o> (based on the upstream velocity 
and blade chord), of 1.287. Figure 6 shows the computed 
unsteady pressure distribution on the airfoil surface using 
Method II linearization. The impulsive shock load is clearly 
visible on the suction surface. Also shown for comparison is 
the pressure distribution computed using Huff's nonlinear time-
marching algorithm. The agreement between the present lin
earized analysis and the nonlinear time-marching Euler analysis 
is excellent away from the shock. Shown in the table insert in 
Fig. 6 is the magnitude and phase of the resulting unsteady 
lift. The magnitude of the unsteady lift calculated using the 
two different approaches agrees within about 2 percent; the 
phase differs by only about 3 deg. Note that the shock impulse 
predicted by the present unsteady linearized Euler analysis is 
somewhat narrower and taller than that predicted by the non
linear code. The areas of the impulses, however, are very nearly 
equal. Furthermore, the unsteady load due to the impulse is 
of the same order of magnitude as the unsteady load due to 
the unsteady pressure distribution away from the shock. 

484/Vol . 116, JULY 1994 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



"D 
"(0 CO 

\Case 1 

Method 

Case 1: Local time stepping 

Case 2: Conservative time stepping 
with over-relaxation 

Case 3: Conservative time stepping 
without over-relaxtaion 

Iterations 

272 

1075 

2656 

\Case 2 ^ " ^ \ C a s e 3 

i i \ i i 

200 400 600 
Iterations 

800 1000 

Fig. 7 Convergence histories of unsteady solution for different meth
ods. All cases use multigrid acceleration. 

Because conservative Method II linearizations require that 
the ratio At/AA be constant throughout the computational 
domain, the time step taken in a particular computational cell 
may be considerably smaller than the maximum permitted for 
stable calculations. The result is that the convergence will be 
considerably slower than if the local maximum permissible time 
step had been taken everywhere (local time stepping). To over
come this problem, we use conservative time stepping in con
junction with multiple grid acceleration and overrelaxation. 
Figure 7 shows the convergence histories for three linearized 
unsteady flow calculations for the previous example: one using 
local time stepping with multigrid, one using conservative time 
stepping with multigrid, and one using conservative time step
ping with overrelaxation plus multigrid. 

Note that overrelaxation reduces the computational time 
required by a factor of about 2.5 compared to conservative 
time stepping without overrelaxation. Finally, we should men
tion that a comparable nonlinear time marching algorithm 
would require about 20 to 50 times the computational time 
required by the global time step calculations with overrelax
ation and multigrid. 

Next, we consider a three-dimensional linear cascade of Tenth 
Standard Configuration airfoils. The airfoils have an aspect 
ratio of 2. The steady flow conditions are the same as in the 
two-dimensional problem. The solution was computed on a 
129 x 33 x 17 node H-grid. For the unsteady flow problem, 
the airfoils are again assumed to vibrate in plunge with an 
interblade phase angle, a, of - 90 deg and a reduced frequency, 
Zo, of 1.287. The mode shape is assumed to be the first bending 
mode shape of a cantilevered beam. Figure 8 shows the real 
and imaginary parts of the unsteady pressure distribution at 
three span wise stations. Also shown is the two-dimensional 
"strip theory" result at the tip. Shown in Fig. 9 are contours 
of unsteady pressure on the pressure and suction surfaces. Note 
the shock impulse on the suction surface. For comparison, the 
contours predicted by two-dimensional strip theory are shown 
in Fig. 10. These results clearly indicate the need to model 
three-dimensional effects. For example, the unsteady pressures 
at the tip of the blade are significantly less than would be 
predicted by strip theory. Furthermore, the unsteady load at 
the hub is not zero as would be predicted by strip theory. 

High-Speed Cascade. The next case considered is a two-
dimensional cascade of fan blades with a relative inlet Mach 
number, M_ro, of 1.2, stagger angle, 9, of 55 deg, and blade-

2D Linearized Euler (Tip) 

3D Linearized Euler, Tip 

3D Linearized Euler, Mldspan 

3D Linearized Euler, Hub 

Suction Surface 

1200 

Pressure Surface 

0.0 0.2 0.4 0.6 
Distance Along Chord, t,lc 

0.8 1.0 

Fig. 8 Real and imaginary unsteady surface pressure, Tenth Standard 
Configuration, plunging, airfoils vibrating in first bending mode: u = 
1.287,17 = - 9 0 deg 

to-blade gap, G, of 1.0. This case is presented to demonstrate 
the importance of moving shocks on the aeroelastic response 
of fan blades. Figure 11 shows the steady pressure contours. 
The solution was computed on a 129 x 33 node grid with a 
total of 129 nodes on the airfoil surface. Figure 12 shows the 
computed isentropic Mach number on the airfoil's surface. 
The pressure rise due to the passage shock can be clearly seen 
on both the suction and pressure surfaces. The shock is smeared 
over about four grid nodes. 

Next, we computed the unsteady aerodynamic response of 
the cascade for a range of interblade phase angles. The airfoils 
pitch about their midchords with a reduced frequency, co, of 
0.5. For each interblade phase angle, the computed unsteady 
surface pressure was integrated to obtain the unsteady pitching 
moment. Shown in Fig. 13 is the imaginary part of the unsteady 
pitching moment as a function of interblade phase angle. 
Positive imaginary pitching moments Correspond to negative 
aerodynamic damping which will produce flutter for tuned 
cascades. Note that for a = 120 deg, the cascade is slightly 
unstable. 

Shown in Fig. 14 is the unsteady pressure for the case where 
the airfoils vibrate in pitch with a reduced frequency, co, of 
0.5 and interblade phase angle, a, of 120 deg. Note that the 
unsteady aerodynamic load on the .airfoil is dominated by the 
shock impulses. The impulse acting near the trailing edge pro-
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Fig. 9 Unsteady surface pressure contours, Tenth Standard Configu
ration, plunging, airfoils vibrating in first bending mode: u = 1.287, a = 
- 90 deg; top: real (left) and imaginary (right) parts of unsteady pressure 
on suction surface; bottom: real (left) and imaginary (right) parts of un
steady pressure on pressure surface 

Fig. 10 Unsteady surface pressure contours, Tenth Standard Config
uration, plunging, airfoils vibrating in first bending mode, two-dimen
sional strip theory approximation: m = 1.287, a = -90 deg; top: real 
(left) and imaginary (right) parts of unsteady pressure on suction surface; 
bottom: real (left) and imaginary (right) parts of unsteady pressure on 
pressure surface 

vides a positive contribution to the imaginary part and hence 
is destabilizing. The impulse near the leading edge, on the other 
hand, is stabilizing. While these results demonstrate the im
portance of unsteady shock motion on the unsteady aerody
namic behavior of the fan, it should be noted that whenever 
strong in-passage shocks occur, viscous effects become im
portant due to the large adverse pressure gradient at the shock. 
These effects are not modeled here. 

Concluding Remarks 
In this paper, we have presented a linearized Euler analysis 

of two- and three-dimensional unsteady transonic flows in 
channels and cascades. Two different types of linearization 
were examined. Using Method I, the nonlinear Euler equations 
are first discretized using a conservative, time-accurate Lax-
Wendroff scheme. The resulting nonlinear finite volume dis
cretization is then linearized. Using Method II, the Euler equa
tions are first linearized and then discretized using a Lax-
Wendroff scheme. It was shown by numerical experiment that 
both the Method I and Method II linearizations correctly pre
dict the unsteady shock impulse in transonic flows if and only 
if the scheme is conservative; the order of linearization and 

discretization appears to be inconsequential. When either the 
Method I or Method II discretization was made nonconser-
vative by using a nonconstant At/AA, the shock impulse was 
found to be incorrectly predicted even though the methods are 
formally second-order accurate and consistent with the line
arized Euler equations. 

Because a constant At/AA is required in the steady and 
unsteady flow calculations to insure conservation, the time 
step taken at a computational cell may be significantly smaller 
than the maximum local permissible time step for stability. 
This small time step in turn slows convergence of the scheme. 
To overcome this difficulty, an overrelaxation technique was 
proposed that dramatically improves the convergence rate of 
the linearized Euler analysis while leaving the method fully 
conservative. When coupled with Ni's multiple grid acceler
ation technique, the present linearized Euler solver can com
pute unsteady transonic flows nearly two orders of magnitude 
faster than a comparable nonlinear time-accurate time-march
ing solver. 

A number of two- and three-dimensional unsteady transonic 
flows in cascades were computed using the linearized Euler 
analyses. Where possible, these results were, compared to a 
nonlinear time-accurate time-marching scheme and found to 
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Fig. 11 Steady pressure contours, modified circular arc airfoil: /W_„ 
1.2, G = 1.0, 9 = 55 deg, fl_„ = 60 deg 

Pressure Surface 

0.0 0.2 0.4 0.6 
Distance Along Chord, V c 

0.8 1.0 

Fig. 12 Isentropic Mach number distribution, modified circular arc air
foil: M_„ = 1.2, G = 1.0, 6 = 55 deg, ! !_„ = 60 deg 

be in excellent agreement. Furthermore, the unsteady shock 
load was found to be a significant contributor to the unsteady 
aerodynamic forces acting on the airfoil. 

Acknowledgments 
This work was supported by NASA Grant No. NAG3-1192 

o 

0.
2 

o 
o 

-0
.2

 
-0

.4
 

-0
.6

 

CO 

-

Unstable 

Stable &T ^ k 

i p i 

-90 0 90 180 
Interblade Phase Angle, a 

270 

Fig. 13 Imaginary part of moment coefficient for a range of interblade 
phase angles, modified circular arc airfoil, pitching about midchord, w 
= 0.5 

Symbol Scheme 

Method 2, 129x33 nodes 

Pressure Surface 

Suction Surface 

ra 
.E o 
ca 
E 

Pressure Surface 

/ Suction Surface 

Stabilizing Impulse 

' i i i 

Destabilizing k 

•v 

1 

0.0 0.2 0.4 0.6 
Distance Along Chord, t;/c 

0.8 1.0 

Fig. 14 Real and imaginary unsteady surface pressure, modified cir
cular arc airfoil, pitching about midchord: to = 0.5, a = 120 deg 

with Dr. Daniel Hoyniak serving as technical monitor, and by 
a research contract from General Electric Aircraft Engines with 
Dr. Andrew Chuang serving as technical monitor. Additional 

Journal of Turbomachinery JULY 1994, Vol. 116/487 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



support was provided by the National Science Foundation 
through a Presidential Young Investigator award to the first 
author. The authors wish to thank Dr. Dennis Huff of NASA 
Lewis Research Center for providing computational results, 
which are presented in this paper. The authors also wish to 
acknowledge helpful discussions on the topic of shock cap
turing with Dr. Dana Lindquist and Dr. Michael Giles while 
they were at M.I.T., and Dr. Graham Holmes of the General 
Electric Company Research and Development Center. 
References 

Boles, A., and Fransson, T. H., 1986, "Aeroelasticity in Turbomachines: 
Comparison of Theoretical and Experimental Cascade Results," Air Force Of
fice of Scientific Research, AFOSR-TR-87-0605. 

Clark, W. S., 1992, "Prediction of Unsteady Flows in Turbomachinery Using 
the Linearized Euler Equations on Deforming Grids," M.S. Thesis, Duke Uni
versity, Durham, NC. 

Dannenhoffer, J. F., Ill, 1987, "Grid Adaptation for Complex Two-Dimen-
sional Transonic Flows," Sc.D. Thesis, Massachusetts Institute of Technology, 
Cambridge, MA. 

Fransson, T. H., 1991, private communication. 
Hall, K. C , and Crawley, E. F., 1989, "Calculation of Unsteady Flows in 

Turbomachinery Using the Linearized Euler Equations," AIAA Journal, Vol. 
27, No. 6, pp. 777-787. 

Hall, K. C , and Clark, W. S., 1993a, "Linearized Euler Predictions of 
Unsteady Aerodynamic Loads in Cascades," AIAA Journal, Vol. 31, No. 3, 
pp. 540-550. 

Hall, K. C , and Clark, W. S., 1993b, "Calculation of Unsteady Linearized 
Euler Flows in Cascades Using Harmonically Deforming Grids," in: Unsteady 
Aerodynamics, Aeroacoustics, and Aeroelasticity of Turbomachines and Pro
pellers, H. M. Atassi, ed., Springer-Verlag, New York. 

Hall, K. C , and Lorence, C. B., 1993, "Calculation of Three-Dimensional 
Unsteady Flows in Turbomachinery Using the Linearized Harmonic Euler Equa
tions," ASME JOURNAL OF TURBOMACHINERY, Vol. 115, pp. 800-809. 

Hall, K. C , Lorence, C. B., and Clark, W. S., 1993, "Nonreflecting Boundary 
Conditions for Linearized Aerodynamic Calculations," AIAA Paper No. 93-
0882. 

Holmes, D. G., and Chuang, H. A., 1993, "2D Linearized Harmonic Euler 
Flow Analysis for Flutter and Forced Response," in: Unsteady Aerodynamics, 
Aeroacoustics, and Aeroelasticity of Turbomachines and Propellers, H. M. 
Atassi, ed., Springer-Verlag, New York. 

Huff, D. L., and Reddy, T. S. R., 1989, "Numerical Analysis of Supersonic 

Flow Through Oscillating Cascade Sections by Using a Deforming Grid," AIAA 
Paper No. 89-2805. 

Huff, D. L., 1992, private communication. 
Kahl, G., and Klose, A., 1993, "Time Linearized Euler Calculations for 

Unsteady Quasi-3D Cascade Flows," in: Unsteady Aerodynamics, Aeroacous
tics, and Aeroelasticity of Turbomachines and Propellers, H. M. Atassai, ed., 
Springer-Verlag, New York. 

Lax, P. D., 1954, "Weak Solutions of Nonlinear Hyperbolic Equations and 
Their Numerical Computation," Comm. Pure Appl. Math., Vol. 7, pp. 159-
193. 

Lax, P. D., and Wendroff, B., 1960, "Systems of Conservation Laws," 
Comm. Pure Appl. Math., Vol. 13, pp. 217-237. 

Lindquist, D..-R., 1991, "Computation of Unsteady Transonic Flowfields 
Using Shock Capturing and the Linear Perturbation Euler Equations," Ph.D. 
Thesis, Massachusetts Institute of Technology, Cambridge, MA. 

Lindquist, D. R., and Giles, M. B., 1991, private communication. 
Lindquist, D. R., and Giles, M. B., 1994, "Validity of Linearized Unsteady 

Euler Equations With Shock Capturing," AIAA Journal, Vol. 32, No. 1, pp. 
46-53. 

Lorence, C. B., 1991, "An Investigation of Three-Dimensional Unsteady 
Flows in Turbomachinery Using the Linearized Euler Equations," M.S. Thesis, 
Duke University, Durham, NC. 

Ni, R. H., and Sisto, F., 1976, "Numerical Computation of Nonstationary 
Aerodynamics of Flat Plate Cascades in Compressible Flow," ASME Journal 
of Engineering for Power, Vol. 98, pp. 165-170. 

Ni, R. H., 1982, "A Multiple-Grid Scheme for Solving the Euler Equations," 
AIAA Journal, Vol. 28, No. 12, pp. 2050-2058. 

Ni, R. H.,andBogoian, J. C , 1989, "Prediction of Three-Dimensional Multi
stage Turbine Flow Field Using a Multiple-Grid Euler Solver," AIAA Paper 
No. 89-0203. 

Verdon, J. M., and Caspar, J. R., 1984, "A Linearized Unsteady Aerodynamic 
Analysis for Transonic Cascades," Journal of Fluid Mechanics, Vol. 149, pp. 
403-429. 

Verdon, J. M., 1987, "Linearized Unsteady Aerodynamic Theory," Chap. 1 
in: AGARD Manual on Aeroelasticity in Axial-Flow Turbomachines, Unsteady 
Turbomachinery Aerodynamics, Vol. 1, M. F. Platzer and F. O. Carta, eds., 
AGARD-AG-298. 

Whitehead, D. S., 1987, "Classical Two-Dimensional Methods," Chap. 2 in: 
AGARD Manual on Aeroelasticity in Axial-Flow Turbomachines, Unsteady 
Turbomachinery Aerodynamics, Vol. 1, M. F. Platzer and F. O. Carta, eds., 
AGARD-AG-298. 

Whitehead, D. S., 1990, "A Finite Element Solution of Unsteady Two-Di
mensional Flow in Cascades," International Journal for Numerical Methods in 
Fluids, Vol. 10, pp. 13-34. 

488/Vol . 116, JULY 1994 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



H. W. D. Chiang1 

S. Fleeter 

School of Mechanical Engineering, 
Purdue University, 

West Lafayette, IN 47907 

Passive Control of Flow-Induced 
Vibrations by Splitter Blades 
Splitter blades as a passive control technique for flow-induced vibrations are in
vestigated by developing an unsteady aerodynamic model to predict the effect of 
incorporating splitter blades into the design of an axial flow blade row operating 
in an incompressible flow field. The splitter blades, positioned circumferentially in 
the flow passage between two principal blades, introduce aerodynamic and7 or com
bined aerodynamic-structural detuning into the rotor. The unsteady aerodynamic 
gust response and resulting oscillating cascade unsteady aerodynamics, including 
steady loading effects, are determined by developing a complete first-order unsteady 
aerodynamic analysis together with an unsteady aerodynamic influence coefficient 
technique. The torsion mode flow induced vibrational response of both uniformly 
spaced tuned rotors and detuned rotors are then predicted by incorporating the 
unsteady aerodynamic influence coefficients into a single-degree-of-freedom aero-
elastic model. This model is then utilized to demonstrate that incorporating splitters 
into axial flow rotor designs is beneficial with regard to flow induced vibrations. 

Introduction 
Axial flow blade rows that can achieve higher pressure ratios 

without flow separation are required for the development of 
advanced gas turbine engines, which are more compact, lighter 
weight, and have increased reliability as compared to current 
technology engines. Thus these engines will feature high-
solidity, low aspect ratio blade rows, with the number of air
foils and/or the airfoil chord increased. Unfortunately, these 
adversely affect aerodynamic efficiency, with the additional 
airfoils and end wall surface areas resulting in increased losses 
and the increased blockage reducing the flow capacity. In ad
dition, the effect of flow-induced vibrations of these advanced 
blade row designs must be considered. 

One approach to minimizing these performance penalties is 
the use of partial chord blades, termed splitters, between prin
cipal full chord blades. In particular, the splitters help to con
trol trailing edge flow separation without the aerodynamic 
penalties associated with high-solidity full chord blade rows, 
i.e., the splitters enable the aft rotor blade row to have in
creased flow turning, thereby increasing the work transfer. In 
addition, the splitters do not affect the blade row flow capacity 
as it is controlled by the entrance region, with the splitters not 
affecting the entrance region solidity. 

Splitter vanes are routinely incorporated into high pressure 
ratio centrifugal compressor impellers. However, the incor
poration of splitters into the design of axial flow rotors is still 
a research concept. Wennerstrom and Frost (1974) and Wen-
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nerstrom et al. (1975) utilized splitters in the design of a 3:1 
single-stage axial flow rotor. The camberline of the splitters 
was identical to that of the principal blades, with the full span 
splitters positioned circumferentially at midpassage, although 
other positions were later considered in cascade experiments 
(Holtman et al., 1973; Fleeter and Riffel, 1977). Although the 
lack of an advanced design system for splittered rotors resulted 
in a rotor that did not meet its efficiency and surge margin 
goals, the splitters did control the deviation levels, resulting 
in a significant improvement in flow and pressure rise capacity 
over a baseline conventional design. To overcome this design 
system deficiency, Tzuoo et al. (1990) are developing a design 
methodology for axial compressor rotors that incorporate 
splitters. Thus, the incorporation of splitters into advanced 
axial flow blade row designs may enable the performance goals 
of advanced gas turbine engines to be achieved. 

In addition to performance goals, advanced engines must 
also have improved reliability. Thus, it is necessary to address 
the effect of incorporating splitters on flow-induced vibrations. 
In this regard, the incorporation of splitters may not only be 
beneficial with regard to aerodynamic performance but also 
serve as a passive control technique for flow-induced vibra
tions, i.e., from an aeromechanical point of view, the splitters 
introduce both structural and aerodynamic detuning into the 
rotor. This is particularly important for advanced blade rows 
that feature very low mechanical damping. 

Structural detuning, defined as designed blade-to-blade dif
ferences in the natural frequencies of a blade row, has been 
proposed for passive aeroelastic control. Studies of the effect 
of structural detuning of rotors have shown that it is often 
detrimental to flow-induced vibrations, although beneficial to 
flutter. 

Aerodynamic detuning is a relatively new concept for passive 
aeroelastic control. It is defined as designed blade-to-blade 
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differences in the unsteady aerodynamic flow field of a blade 
row. Thus, aerodynamic detuning creates blade-to-blade dif
ferences in the unsteady aerodynamic forces and moments, 
thereby affecting the fundamental driving force. This results 
in the blades not responding in a classical traveling wave mode 
typical of a conventional uniformly spaced aerodynamically 
tuned rotor. Studies of rotors operating in both incompressible 
flow fields (Chiang and Fleeter, 1989) and supersonic flow 
fields with subsonic axial components (Hoyniak and Fleeter, 
1986; Fleeter and Hoyniak, 1987), have shown that aero
dynamic detuning is beneficial to flutter stability and may be 
either beneficial or detrimental to flow-induced vibrations, 
depending on the particular operating condition and geometric 
configuration. 

Splitter blades introduce combined aerodynamic-structural 
detuning into a rotor. The aerodynamic detuning results from 
the differences in the principal blade passage unsteady aero
dynamics due to the splitters, with the structural detuning 
achieved through the higher natural frequencies of the splitter 
blades as compared to the full chord principal rotor blades. 
Hence, the incorporation of splitters into a rotor may not only 
result in improved aerodynamic performance, but also in de
creased susceptibility to flutter and flow induced vibration 
problems. This has been shown for rotors operating in super
sonic flow fields with subsonic axial components, with the 
airfoils modeled as flat plates (Topp and Fleeter, 1986; Fleeter 
et a l , 1988). 

Thus, the splittered rotor concept for increased performance 
also offers the potential of being beneficial with regard to blade 
row flow-induced vibrations. This may have an impact on 
performance design systems for splittered rotors. That is, split
tered rotors may be able to be designed for safe operation in 
regions of the performance map wherein an unsplittered rotor 
would encounter severe flow-induced vibration problems, with 
blade row aerodynamic performance in these parts of the per
formance map previously unattainable. 

In this paper, the effect on flow-induced vibrations of in
corporating splitter blades into a subsonic rotor design, in
cluding airfoil profile effects, is considered. This involves the 
investigation of the viability of splitters as a passive torsion 
mode flow induced vibration control technique of an aero
dynamically loaded rotor operating in an incompressible flow 
field. Thus, this research significantly extends the previous 
modeling and understanding of the fluid dynamics and aero-
elasticity of splittered rotors. This is accomplished by devel
oping a complete first-order unsteady aerodynamic model, i.e., 
the thin airfoil approximation is not utilized, to analyze the 
unsteady aerodynamic gust response and the oscillating airfoil 
motion-induced aerodynamics of both conventional uniformly 
spaced rotors without splitters and rotors incorporating var
iably spaced splitters between principal blades, including the 
effects of steady aerodynamic loading. 

N o m e n c l a t u r e 
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Fig. 1 Cascade and flow geometry 

The analysis of the torsion mode flow-induced vibration 
characteristics of a rotor requires the prediction of the unsteady 
pressure resulting from an aerodynamic gust and the resulting 
harmonic torsional motion of the cascade. The steady and 
unsteady aerodynamics acting on the typical two-dimensional 
airfoil sections of a blade row are determined by considering: 
(1) a single principal blade passage with periodic boundary 
conditions for the conventional tuned uniformly spaced rotor; 
and (2) two principal blade passages with two passage periodic 
boundary conditions for the aerodynamically detuned rotor. 
The flow field is assumed to be linearly comprised of a steady 
potential mean flow and an harmonic unsteady flow field. The 
steady and unsteady potential flow fields are individually de
scribed by Laplace equations, with both the steady and un
steady potentials further decomposed into circulatory and 
noncirculatory components. The steady flow field is inde
pendent of the unsteady flow. However, the unsteady flow is 
coupled to the steady flow field through the unsteady boundary 
conditions on the airfoil surfaces. 

A locally analytical solution is developed in which the dis
crete algebraic equations that represent the flow field equations 
are obtained from analytical solutions in individual grid ele
ments. A body-fitted computational grid is utilized. General 
analytical solutions to the transformed Laplace equations are 
developed by applying these solutions to individual grid ele
ments, with the complete flow field then obtained by assem
bling these locally analytical solutions. 

Mathematical Model—Tuned Cascade. Figure 1 presents 
a schematic representation of a thick, cambered airfoil cascade 
at finite mean flow incidence, a0> to the far-field uniform mean 
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flow, UM = tVooi, executing torsion mode oscillations with a 
superimposed convected two-dimensional harmonic gust. The 
cascade has a stagger angle of <5, with S the distance between 
the airfoils along the stagger line and 6 the inlet blade angle. 
The stagger angle is defined as the angle between the leading 
edge locus line and the line that is perpendicular to the airfoil 
chord. The inlet blade angle is defined as the angle between 
the line tangent to the camberline and the line that is perpen
dicular to the leading edge locus line. The gust amplitude and 
harmonic frequency are denoted by A and co, with the inter-
blade phase angle /30 specified by the ratio of the number of 
gusts to the number of airfoils in the rotor blade row. The 
harmonic two-dimensional gust with transverse and streamwise 
components v+ and u+ propagates in the direction K = kx\ 
+ k2'i where kt = oib/U„ is the reduced frequency and k2 is 
the transverse gust wave number, i.e., the transverse compo
nent of the gust propagation direction vector, with the gust 
direction angle 70 defined as tan"[(k]/k2) = tan~ ' ( - i>+ /w+ ) . 

The complete flow field is assumed to be comprised of a 
steady mean flow and an harmonic unsteady flow field, Eq. 
(1). The unsteady flow field corresponds to either the gust 
unsteady flow field QG or the motion-induced unsteady flow 
field QM-

Q(x, y, t)=Q0(x, y)+Q'(x, y)exp[iklt] (1) 

Steady Flow Field. A velocity potential function can be 
defined for the steady flow of an incompressible inviscid fluid. 
The complete flow field is then described by the Laplace equa
tion: 

Vz$0(x,y)=0 (2) 
where Q0(x, y) = V*00<", y)-

Since the Laplace equation is linear, the velocity potential 
can be decomposed into noncirculatory and circulatory com
ponents §NC(X> y) and $c(x, y)-

*o(*, y) = $NC{X, y) + $c(x, y) (3) 
where V iNC = 0 and V $ c = 0. 

To complete the steady flow mathematical model, far-field 
inlet, far-field exit, airfoil surface, wake dividing streamline 
(positioned at the bisector line form the airfoil trailing edge) 
and cascade periodic boundary conditions must be specified. 
The steady far-field inlet flow is uniform, with the mass flow 
rate specified by the far-field exit boundary conditions. Also, 
a zero normal velocity is specified on the airfoil surfaces. 

The steady velocity potential is discontinuous along the air
foil wake dividing streamline. This discontinuity is satisfied 
by a continuous noncirculatory velocity potential, with the 
discontinuity in the circulatory velocity potential equal to the 
steady circulation, T. The Kutta condition is also applied, 
thereby enabling the steady circulation constant to be deter
mined. It is satisfied by requiring the chordwise velocity com
ponents on the upper and lower airfoil surfaces to be equal in 
magnitude at the airfoil trailing edge. In addition, the cascade 
periodic steady velocity potential boundary conditions are sat
isfied by requiring both the normal and chordwise velocity 
components to be continuous between the upper and lower 
periodic boundaries. Refer to Chiang and Fleeter (1988) for a 
complete description of the steady flow boundary conditions. 

Unsteady Gust Aerodynamics. The two-dimensional gust 
unsteady flow field Q'Gis determined by decomposing the gust-
generated unsteady flow field into harmonic rotational QR and 
potential QP components. The rotational gust component is 
specified consistent with linearized unsteady Euler equations, 
determined by linearizing the unsteady flow about the steady 
flow field. The gust is assumed to be convected with the steady 
mean flow and therefore does not interact with the airfoil 
cascade. Thus the following solution for the rotational gust is 
determined by solving the linearized Euler equations in the far 
upstream where the steady flow field is uniform: 

(4) 

ik2y] and v+ = Ak\ 

Q* = K + i + £ / + j 

where u+ = - Ak2 exp [iki(t - x) 
exp [ikx(t - x) - ik2y]. 

It should be noted that in this gust solution, the components 
w+ and v+ are coupled with the ratio of their amplitudes being 
u+/v+ = - k2/ki. Also, the solution corresponds exactly to 
the Sears (1941) transverse gust, when k2 = 0. However, this 
gust solution differs from that used in the Horlock (1968) and 
Naumann and Yeh (1972) models in which the two components 
are uncoupled, u+ = u+ exp[ikx{t - x)] and v+ = v+ exp[ik] (t 
- x)], where T7+ and v+ denote the individual amplitudes of 
the two independent gust components and the gust and re
sulting unsteady aerodynamics are independent of the trans
verse component of the gust propagation direction vector K 
= Ar,i + k2). 

The potential gust component $ G is described by a Laplace 
equation. The solution is determined by decomposing this po
tential gust component into circulatory and noncirculatory 
components T'GC(x, y) and $'CNC(x, y), each of which is in
dividually described by a Laplace equation: 

d<f>G . 3 $ c . 

dx dy 

$G — FGNC + $GC 

V 2 * G C = 0 ; V2*cwc=0 

(5a) 

(5b) 

(5c) 

Boundary conditions must be specified in the far-field inlet, 
far-field exit, airfoil surface, wake dividing streamline, and 
cascade periodic boundary for the gust circulatory and non
circulatory components. The inlet far-field gust velocity po
tential boundary conditions are obtained by using a Fourier 
series to satisfy the periodicity condition at the far upstream. 
The exit far-field gust noncirculatory potential boundary con
dition is obtained in a manner analogous to that for the inlet. 
Since the wake does not attenuate in the far field, the gust 
circulatory potential boundary equation is obtained by solving 
the Laplace equation at the far-field exit and satisfying the 
blade-to-blade periodicity condition (Verdon, 1987): 

(6a) 

$GC 

$GNC ' far-field inlet = — 

$GC 1 far-field inlet = — 

$GNC 1 far-field exit = — 
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ft 
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d$GNC 
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s « + 1 _ e - (Arj + /i')5cos5 

(6b) 

(6c) 

(fid) 

where v = (j80 + kl sin 6/S)/S cos 5 and A*' is the unsteady 
velocity potential discontinuity at the far-field exit. 

The airfoil surface boundary conditions specify that the 
normal velocity of the flow field must be equal to that of the 
airfoil. The gust-generated unsteady rotational and potential 
flow fields are coupled through the boundary conditions on 
the noncirculatory gust component. In particular, the airfoil 
cascade is stationary, with the rotational gust convected with 
the mean steady flow field. Thus the upwash on the airfoil is 
determined by requiring the normal component of the unsteady 
flow field to be zero on the airfoil. 

9$, GC 

dn 
= 0 

3*6 

dn 
= WG(x,y)=-n-QR 
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WG(x, y) = ~ A(-£k2 + kAtxV[-~ i(kxx+ k2y)} (7) 

where/(x) specifies the airfoil profile. 
The unsteady gust velocity potential is discontinuous along 

the airfoil wake dividing streamline. This discontinuity is sat
isfied with a continuous noncirculatory velocity potential and 
a discontinuous circulatory velocity potential. The unsteady 
circulatory velocity potential discontinuity is specified by re
quiring the pressure to be continuous across the wake and then 
utilizing the unsteady Bernoulli equation to relate the unsteady 
velocity potential and the pressure. Also specified is the con
tinuity of the noncirculatory velocity potential along the wake 
streamline. The Kutta condition is applied to the unsteady gust 
flow field thereby enabling the unsteady circulation constant 
V'G to be determined. It is satisfied by requiring no unsteady 
pressure difference across the airfoil chord at the trailing edge: 

A*GcKvake = r G e x p [ - * 1 ( x - l ) ] (8«) 

A*G/Vclwake = 0 (86) 

The unsteady dependent variable of primary interest is the 
unsteady pressure P'G from which the airfoil unsteady aero
dynamic lift and moment are calculated. It is determined from 
the solution for the steady and unsteady gust velocity poten
tials, the unsteady Bernoulli equation, and the unsteady ro
tational gust pressure PR. The unsteady aerodynamic moment 
on a reference airfoil for the gust unsteady model MGR is then 
calculated by integrating the gust unsteady surface pressure 
difference across the airfoil chord: 

MGR= \ [(Pa(x-x0)dx-PGydy] 

Motion-Induced Unsteady Aerodynamics. The unsteady 
flow field associated with the harmonic motion of the airfoil 
cascade Q ^ is assumed to be potential and is therefore de
scribed by a Laplace equation. The solution is again determined 
by decomposing this velocity potential into circulatory and 
noncirculatory components Q'MC and Q'MNC, each of which is 
individually described by a Laplace equation: 

QA 
9*M . , a* M . 
dx dy 

* M = * MNC + * MC 

V 2 * M C = 0 ; V 2 $ M N C = 0 

(9a) 

(9b) 

(9c) 

The boundary conditions in the far-field inlet, far-field exit, 
wake dividing streamlines, and cascade periodic boundaries as 
well as the Kutta condition for the motion-induced circulatory 
and noncirculatory components are identical to those for the 
gust potential flow. The only boundary condition that changes 
is that requiring the normal flow velocity to be equal to the 
airfoil velocity on the airfoil surface, the upwash condition. 

The upwash on the airfoil for the motion-dependent model 
W'M is a function of both the position of the airfoil and the 
steady flow field. Thus, this boundary condition couples the 
unsteady flow field to the steady aerodynamics. For an airfoil 
cascade executing harmonic torsion mode oscillations about 
an elastic axis location at Xo, the upwash on the airfoil is 

W'M(x, y) 
riki[(x- x0) +ydf/dx] + U0+ V0df/dx 

[l + (df/dx)Y2 + 

| dU0/dy[(x-x0)df/dx+y] dV0/dy[(x-x0)-ydf/dx] I 

[i + (df/dXy [i + (df/dXy 

(10) 

where U0 = U0(x, y) and V0 = V0(x, y) are the steady airfoil 

surface velocity components, f(x) denotes the airfoil profile, 
and 5 is the amplitude of the torsional oscillations. 

The unsteady pressure for the motion-dependent model 
P'M is determined from the solution for the steady flow field, 
the unsteady velocity potential, and the unsteady Bernoulli 
equation. The unsteady aerodynamic moment on the reference 
airfoil is calculated by integrating the unsteady surface pressure 
difference across the chord: 

MM != j IP'M (x-x0)dx-PMydy] 

Locally Analytical Solution. A boundary-fitted compu
tation grid generation technique is utilized for the numerical 
solution. A Poisson-type grid solver is used to fit a C-type grid 
around a reference airfoil in the cascade. This method permits 
grid points to be specified along the entire boundary of the 
computational plane. 

Laplace equations describe the complete flow field including 
the unknown velocity potentials $NC, *c> $NC, and * c . In the 
transformed (£, TJ) coordinate system, the Laplace equation 
takes on the following nonhomogeneous form: 

a2* w+a a2* 
drj 

-laid 
a* 
3)j 

-ly 
a* 
a? --F(H,V) (11) 

where $ is a shorthand method of writing these four velocity 
potentials in the transformed plane, F(%, ri) contains the cross-
derivative term d2$/d£dri, and the coefficients a, /3, and y are 
functions of the transformed coordinates £ and r/, which are 
tfeated as constants in each individual grid element. 

To obtain the analytical solution to the transformed Laplace 
equation, it is first rewritten as a homogeneous equation by 
defining a new dependent variable <£(£, rj): 

a2£ 
3f 

+ a (yz + a^)<j> = 0 (12) 

where $ = 0 exp ( Y£ + /3rj} -
F(y£ + $rj) 
2(y2 + al32) 

The following general solution for <f> is determined by sep
aration of variables: 

+ A2 sin (X^lLBi cos (nrj) + B2 sin (CT)] (13) 

where p. - \(y2 + afi2 + X2)/a]1/2 and X, Au A2, Bu and B2 

are constants to be determined from the boundary conditions. 
Analytical solutions in individual computation grid elements 

are determined by applying proper boundary conditions to 
evaluate the unknown constants in this general velocity po
tential solution. The solution to the global problem is then 
determined through the applications of the global boundary 
conditions and the assembly of the locally analytical solutions. 
The locally analytical method for steady two-dimensional fluid 
flow and heat transfer problems was initially developed by 
Chen et al. (1981). They have shown that the locally analytical 
method has several advantages over the finite difference and 
finite element methods. 

Aerodynamlcally Detuned Cascade. For the aerodynami-
cally detuned rotor configuration of interest herein, i.e., vari
able circumferential spacing and chord length, an analogous 
cascade unsteady aerodynamic model is developed by consid
ering two passages with two passage periodic boundary con
ditions. 

In this model, the rotor will incorporate splitters (short chord 
airfoils) between each pair of full chord airfoils. As schemat
ically depicted in Fig. 2, the splitters are not required to have 
the same airfoil shape as the full chord airfoils, nor are they 
restricted to particular circumferential or axial positions be
tween each pair of full chord airfoils. 

There are two distinct passages: (1) a reduced spacing, or 
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Fig. 2 Aerodynamically detuned cascade with splitters 

/ C ^» / / / / / / / 

Fig. 3 Reference airfoils and passages of detuned cascade 

increased solidity, passage; and (2) an increased spacing, or 
reduced solidity, passage. There are also two distinct sets of 
airfoils, with the two reference airfoils denoted by R0 and Rt. 
These individual sets of airfoils can be considered as cascades 
of uniformly spaced airfoils each with twice the spacing of the 
associated baseline aerodynamically tuned uniformly spaced 
cascade. The circumferential spacing between these two sets 
of airfoils, Si and S2, is determined by specifying the level of 
aerodynamic detuning, e: 

S2,,= (1±£)S (14) 

where Sis the spacing of the baseline uniformly spaced cascade, 
and Si and S2 denote the spacings of the detuned cascade. 

An interblade phase angle for this aerodynamically detuned 
cascade configuration can be defined. In particular, each set 
of airfoils is individually assumed to be executing harmonic 
torsional oscillations with a constant aerodynamically detuned 
interblade phase angle, (5d, between adjacent airfoils of each 
set, Fig. 3. Thus, this detuned cascade interblade phase angle 
is two times that for the corresponding baseline tuned cascade: 

fo = 2(30 

where /30 is the tuned baseline cascade interblade phase angle, 
defined between adjacent airfoils on the rotor. 

For a rotor with N uniformly spaced blades, Lane (1956) 
showed that the values of j80 must satisfy the following con
dition: 

2irr 
&, = — , r = 0, ± 1 , ±2 , . . . , ±N-1 (15) 

where ± refers to forward and backward traveling waves, 
respectively. 

Steady Aerodynamics. The steady aerodynamic model de
veloped for the baseline uniformly spaced cascade can be ap

plied directly to the two reference passage model of the detuned 
cascade with the addition that the steady potential for the 
detuned cascade, $M(X, y) is decomposed into one noncircu-
latory <&dNc(x, y) and two circulatory components, one asso
ciated with each of the two reference airfoils, $CR0(X, y) and 
$cRi(x,y). 

*<*>(*> y) = §dNc(x, y) + <S>CRQ(X, y) + *«?, (*> y) (16) 

where V2$d/Vc =f 0; V 2 *CK 0 = 0; and V2$CRI = 0. 

The circulatory component $cR0(x,y) is discontinuous along 
the wake dividing streamline of the reference airfoil R0 and is 
continuous along the wake dividing streamline of the reference 
airfoil Ru while $CR{(X, y) is continuous along the wake of 
R\ and continuous along the wake of R0. The steady potential 
discontinuity is satisfied by a continuous noncirculatory ve
locity potential, with the discontinuities in the circulatory com
ponents * c s and $c^j equal to the steady circulation, $RQ and 
$/(,, respectively. Also, the steady circulation constants YRf) 

and TR are determined by simultaneously applying the Kutta 
condition to the two reference airfoils. 

Unsteady Aerodynamics. The unsteady potential for the 
detuned cascade $^is also decomposed into one noncirculatory 
$'dNc(x, y) and two circulatory components, one associated 
with each of the two reference airfoils <b'cR0(x, y) and i'cRl (x, 

y): 

*</(*, y) = <&dNc(x, y) + $cR0(x, y) + $cRl(x, y) (17) 

where $ CR0 (x, y), $ CR ,, and the unsteady circulation constants 
T'RQ, and T'R are defined analogous to the corresponding de
tuned cascade steady aerodynamic quantities. 

Influence Coefficient Technique. The unsteady airfoil sur
face boundary conditions require that the cascaded airfoils 
oscillate with equal amplitudes. Also, the interblade phase 
angle between adjacent nonuniformly spaced airfoils must be 
specified. Neither of these requirements is appropriate for the 
aerodynamically detuned cascade. To overcome these limita
tions, an unsteady aerodynamic influence coefficient technique 
is utilized. 

The unsteady aerodynamic moment acting on the two ref
erence airfoils is expressed in terms of influence coefficients: 

IWRQ[CG]0
RO,RI + WRIICG][

ROA 

M V l = + U'w (18) 
\aRo[CM]R0,Ri + aRl[CM]Ro,R[ J 

where aRo and aRl are the unknown complex oscillatory dis
placements for the reference airfoils R0 and Ru respectively, 
and WRQIR are the complex gust amplitudes, which are related 
by the detuned interblade phase angle /3d and the level of aero
dynamic detuning e: 

WRo=WRlexp[-i(l-e)Pd/2] (19) 

The influence coefficients [CG]°Ro,Rl, [CG]Ro,R[, [CM]°RQ,RV 

and [CM]RQii? are the unsteady aerodynamic moments acting 
on the two reference airfoils. They are determined by analyzing 
the two reference passages with the unsteady cascade model 
developed herein. [CG]°RotR and [CM]%0tRl are determined by 
considering a unit amplitude gust acting only on the reference 
airfoil R0 and unit amplitude motion of only the reference 
airfoil R0, respectively, and reference airfoil R[ with no gust 
and stationary. Note that the gust is modeled only through the 
airfoil surface boundary conditions. Thus, the gust acts either 
on one or both airfoils. The influence coefficients [CG]R(jRl 

and [CM\R0, R. are obtained in an analogous manner. 

Forced Response Model 
The equations describing the single-degree-of-freedom tor-
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Fig. 4 Single-degree-of-freedom detuned cascade model 

sional motion of the two reference airfoils of the aerody-
namically detuned cascade are developed by considering the 
typical airfoils depicted in Fig. 4. The elastic restoring forces 
are modeled by linear torsional springs at the elastic axis lo
cation, with the inertial properties of the airfoils represented 
by their mass moments of inertia about the elastic axis. The 
equations of motion, determined by Lagrange's technique, are 

IaRQC*R0 + (1 + ^'SaRQ)JaR0^aR0OtR0 = MRQ 

4/?,a«,+ (1 +2igaRl)IaRluaRlaRl=MRl (20) 

where IaRo,Rl are the mass moments of inertia about the elastic 
axis, gaRo and gaR[ denote the structural damping coefficients 
for the reference airfoils, and the undamped natural frequen
cies are u>aR(> = KaRo/IaRo = u>aRi = KaR]/IaR]. 

Considering harmonic time dependence of the reference air
foils and utilizing the total unsteady aerodynamic moments 
and Eq. (19), the equations of motion are written in matrix 
form: 

W) ICM]R0 

ICM\R. in a*, 

w « n 

lCG]°Ro + e^~c)^[CG]RQ 

{CGfR{ + e^-^«n[CG}Rl 
(21) 

where /x0 = HR0r
2
aR0 + [CM]RQ - (1 + 2igaRo)ixRor

2
aRoy

2
aRoy 

Hi = HR/lRi + [CM]L, - (1 + 2igaRo)nRlr
2
aRoy

2
aRly 

V-RnM o."i 

mRa,R\ 

Ttpb1 *RQ,R\'-
mR0,Rl

t> 

7 « % / ? i 
"aRn.Ri 

a>o 

2 

7 = ^ 
CO 

and co0 = reference frequency. 
The aerodynamically forced response of a tuned or detuned 

cascade is determined by solving Eq. (21) for the airfoil dis
placements using standard matrix techniques. It should be 
noted that both the motion dependent oscillating airfoil and 
the gust response unsteady aerodynamic influence coefficients 
must be determined for each specified interblade phase angle 
(3d. The resulting airfoil displacement vector solution is 

aR, 
= ~wRc 

Mo [CM]R0 

\CM\R, Mi 

[CG]°Rl. + eiil-e)bd/2[CG] 

[CG]Rl+eiil~^/2[CG]l 
(22) 

frequency terms yaR(jyRl. These terms represent the ratios of 
the natural frequency to a specified reference frequency. De
fining the reference frequency co0 as the torsion mode natural 
frequency, a structurally tuned cascade would have otQR R[ 

equal to unity. For the case when the cascade is structurally 
detuned, the values of aORotR are altered. 

In this regard, splitters enable combined aerodynamic and 
structural detuning to be introduced into a rotor. In particular, 
the natural torsion mode frequency of an airfoil is a function 
of its chord length, thickness, and span as well as its material 
properties. As a result, the splitters may have a higher natural 
frequency than the full chord airfoils. 

The vibrational characteristics of the full chord and splitter 
airfoils are determined by modeling each airfoil as a thin rec
tangular cross-section cantilevered slender beam. The torsion 
mode natural frequency coa is 

lit pm CL 
(23) 

The effects of structural detuning are included through the 

where G is the material modulus of rigidity, L is the airfoil 
span, T is the airfoil thickness, C is the chord length, m = 
p,„LTC is the mass of the airfoil, and p,„ is the material density. 

Two types of splitters are of interest: (1) splitters with the 
same thickness-to-chord ratio as the full chord airfoils, and 
(2) splitters with the same thickness as the full chord airfoils. 

For the first type, the splitters and full chord airfoils have 
the same natural frequency when their material properties and 
spans are the same, with the splitters having a higher natural 
frequency when the material properties are different or the 
splitter span is smaller than that of the full chord airfoils. 
Hence, these splitters incorporate either aerodynamic detuning 
or combined aerodynamic-structural detuning into a rotor de
sign. 

For the second case, the splitters have a higher natural fre
quency than the full chord airfoils as long as the two sets of 
airfoils have the same material properties and spans, with the 
possibility of the splitters and full chord airfoils having the 
same natural frequency if different materials are utilized or 
the splitters have increased span. Thus, these splitters can also 
introduce either aerodynamic detuning or combined aerody
namic-structural detuning into the rotor. 

Results 
To demonstrate the effects of the splitter-generated aero

dynamic and structural detuning on flow-induced vibrational 
response, the single-degree-of-freedom torsional aeroelastic 
model is applied to a baseline twelve-bladed rotor and to a 
rotor with alternate blades replaced with splitters. 

Baseline Rotor Configurations. The baseline rotor is com
prised of twelve uniform circumferentially spaced blades char
acterized by a Gostelow cascade geometry with a solidity of 
0.83, a stagger angle of 40 deg, a mean flow incidence angle 
of 24 deg, and an airfoil mass ratio n and radius of gyration 
ra of 193.776 and 0.3957, respectively, typical of modern fan 
blades. The reduced frequency is 1.67, resulting in a stable 
baseline rotor for all interblade phase angles. 

The aerodynamic forcing function considered is a 45 deg 
two-dimensional gust characterized by interblade phase angles 
0o °f — 30,0, and 180 deg, corresponding to detuned interblade 
phase angles fid of - 60, 0, and 360 deg. These values were 
selected because they are the gust loads that were found to 
result in the highest amplitudes of response. In this study, the 
frequency of the gust co is nondimensionalized by the undamped 
natural torsional frequency of the baseline airfoils co0- The 
rotor response generated by this forcing function is presented 
in the format of the reference airfoil amplitude of response a 
normalized by the maximum response of the baseline reference 
airfoil a0. The amplitudes of response for the three gust in-
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Fig. 6 Aerodynamically detuned twelve-bladed splittered-rotor flow ge
ometries and computational grids 

terblade phase angles of the baseline reference airfoil as a 
function of the nondimensional gust frequency w/u0 are shown 
in Fig. 5. 

Splittered-Rotor Configuration. Splitters are a convenient 
means of introducing aerodynamic and/or structural detuning 
into a rotor. Thus, the baseline twelve-bladed rotor is detuned 
by replacing alternate airfoils with splitters with chords that 
are two-thirds that of the full chord airfoils, with two splitter 
designs considered. 
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Fig. 7 Steady aerodynamic performance of baseline and splittered ro
tors 

10, 

D 

3 
o. 
2 < 

OB 

06 

0.4 

02 

BASELINE 
ROTOR 

DETUNED ROTOR 
AIRFOIL R0 

-0O=I8O° 
PQ-0° 

"0.90 095 1.00 

FREQUENCY RATIO (u/uj 
1.05 

Fig. 8 Aerodynamic detuning effect on airfoil fl0 response with splitters 
with the same T/C as baseline airfoils at 40 percent circumferential 
spacing 

Aerodynamic detuning is introduced into the rotor by means 
of splitters with the same thickness-to-chord ratio as the fully 
chord airfoils, and thus the same natural frequencies. The 
aerodynamic detuning results from both the decreased chord 
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Fig. 9 Aerodynamic detuning effect on airfoil fl, response with splitters 
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spacing 

Fig. 11 Aerodynamic detuning effect on airfoil fl, response with split
ters with the same TIC as baseline airfoils at 50 percent circumferential 
spacing 
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Fig. 10 Aerodynamic detuning effect on airfoil R„ response with split
ters with the same TIC as baseline airfoils at 50 percent circumferential 
spacing 
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Fig. 12 Aerodynamic detuning effect on airfoil R0 response with split
ters with the same TIC as baseline airfoils at 60 percent circumferential 
spacing 

of the splitters and the splitter circumferential position between 
adjacent full chord airfoils. Three circumferential splitter lo
cations are considered: 40, 50, and 60 percent. Figure 6 shows 
examples of these splittered-rotor flow geometries and the as
sociated computational grids. 

Combined aerodynamic-structural detuning is accomplished 
with splitters having the same thickness but a different chord 
length than the full chord airfoils positioned such that the 
splitter trailing edge is aligned with that of the full chord 
airfoils. 
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Fig. 15 Aerodynamic-structural detuning effect on airfoil B, response 
with splitters with the same TIC as baseline airfoils at 40 percent cir
cumferential spacing 
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Fig. 14 Aerodynamic-structural detuning effect on airfoil fl„ response 
with splitters with the same TIC as baseline airfoils at 40 percent cir
cumferential spacing 
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Fig. 16 Aerodynamic-structural detuning effect on airfoil fl0 response 
with splitters with the same TIC as baseline airfoils at 50 percent cir
cumferential spacing 

Steady Aerodynamic Performance. Steady rotor perform
ance is defined by the chordwise distributions of the airfoil 
surface steady static pressure coefficient, presented in Fig. 7 
for the baseline and splittered rotors. The introduction of the 
splitters into the rotor has a noticeable effect on the steady 

loading distribution of the full chord airfoils, with this effect 
being a function of the splitter circumferential position. 

Forced Vibrational Response. For the rotor with splitters 
having the same thickness-to-chord ratio as the full chord 
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Fig. 17 Aerodynamic-structural detuning effect on airfoil fl, response 
with splitters with the same TIC as baseline airfoils at 50 percent cir
cumferential spacing 
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Fig. 18 Aerodynamic-structural detuning effect on airfoil R0 response 
with splitters with the same TIC as baseline airioils at 60 percent cir
cumferential spacing 

airfoils, the effect of aerodynamic detuning on forced response 
is shown in Figs. 8-13. 

With the splitters at 40 percent passage spacing, the aero
dynamic detuning results in a significant decrease in the max
imum amplitude of response for the backward traveling wave 
mode (ft, = - 30 deg). For the full chord reference airfoil R0, 
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Fig. 19 Aerodynamic-structural detuning effect on airfoil fl, response 
with splitters with the same TIC as baseline airfoils at 60 percent cir
cumferential spacing 

as shown in Fig. 8, the response amplitude for the forward 
traveling wave mode (ft) = +180 deg) is decreased as compared 
to the baseline around a>/w0 = 0.96 but increased near co/a>0 
= 1.0. The response for the in-phase mode is almost unchanged 
by this detuning. For the splitter reference airfoil Rit as shown 
in Fig. 9, the response amplitude is decreased slightly for the 
in-phase mode and exhibits coupling of the two modes for the 
forward traveling wave mode (ft) = +180 deg). 

With these splitters at 50 percent passage spacing, as shown 
in Figs. 10 and 11, there is a significant increase in the maximum 
response amplitude of both reference airfoils as compared to 
the baseline for the backward traveling gust wave mode. For 
the other two interblade phase angles (/30 = 0 and 180 deg), 
analogous trends as previously seen with the splitter at 40 
percent passage spacing are found. Thus, this splitter aero
dynamic detuning has an adverse effect on forced response. 

Positioning these splitters at 60 percent passage spacing re
sults in a significant decrease in the response amplitude for a 
gust characterized by j30 = - 30 deg, as shown in Figs. 12 and 
13. However, there is an increase in the response amplitude 
associated with the forward traveling wave mode and a slightly 
decreased response amplitude in the in-phase mode. Thus, 
depending on the gust interblade phase angle, this aerodynamic 
detuning may be either beneficial or detrimental to the rotor 
forced response. 

The effect on forced response of combined aerodynamic and 
structural detuning generated by these splitters is also consid
ered, with the splitters considered to have a 15 percent higher 
natural frequency than the full chord airfoils, Figs. 14-19. 
This combined alternate blade structural and aerodynamic de
tuning results in decreased amplitudes of response of the ref
erence full chord airfoils for all modes. Also, there is minimal 
response of the reference splitter in the range of frequencies 
near that of the full chord natural frequency. However, for 
some of the detuned rotor configurations, the splitter response 
at the higher frequency is greater than or of the same order 
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Fig. 22 Aerodynamic detuning effect on airfoil fl0 response with split
ters with the same thickness as baseline airfoils at 50 percent circum
ferential spacing 
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Fig. 21 Aerodynamic detuning effect on airfoil H, response with split
ters with the same thickness as baseline airfoils at 50 percent circum
ferential spacing 

as the 180 deg mode response of the baseline full chord airfoils 
at the lower frequency. 

For the rotor with splitters having the same thickness as the 
full chord airfoils, the effect of combined aerodynamic and 
structural detuning on forced responses is shown in Figs. 20 
and 21, with the effect of aerodynamic detuning presented in 

Figs. 22 and 23. The combined detuning significantly decreases 
the response for both the backward and in-phase traveling 
wave gust modes of the full chord reference airfoil R0. How
ever, it results in a small increase in the response for the 180 
deg gust mode. Also, this combined aerodynamic and struc
tural detuning results in minimal response of the splitters in 
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the range of frequencies near that of the full chord airfoil 
natural frequency, but an additional response near the splitter 
natural frequency. This higher frequency splitter response is 
not small, being somewhat larger for the forward wave mode 
and smaller for the other two modes than the full chord airfoil 
response amplitudes. When only the aerodynamic detuning 
generated by these thick splitters is considered, the response 
of the full chord airfoils in the backward traveling wave mode 
is decreased. However, this aerodynamic detuning alone has 
little effect on the full chord airfoil response for the other two 
gust modes. Also, with only aerodynamic detuning, the splitter 
response is decreased as compared to the case with combined 
aerodynamic and structural detuning. It should be noted that 
in this case the splitter resonant response frequency is near 
that of the baseline airfoils. 

Summary and Conclusions 
A mathematical model has been developed and utilized to 

predict the effect of incorporating splitter blades on the torsion 
mode forced response of a rotor operating in an incompressible 
flow field. The splitter blades, positioned circumferentially in 
the flow passage between two principal blades, introduce aero
dynamic and/or combined aerodynamic-structural detuning 
into the rotor. The two-dimensional gust response and oscil
lating cascade unsteady aerodynamics, including steady load
ing effects, were determined by developing a complete first-
order unsteady aerodynamic analysis together with an unsteady 
aerodynamic influence coefficient technique. The torsion mode 
forced response of both uniformly spaced tuned rotors and 
detuned splittered rotors were then predicted by incorporating 
the unsteady aerodynamic influence coefficients into a single-
degree-of-freedom aeroelastic model. 

The viability of splitters as a passive torsion mode forced 
response control technique for an aerodynamically loaded ro
tor operating in an incompressible flow field was then consid
ered, accomplished by applying this model to a baseline twelve-
bladed rotor. This study demonstrated that the aerodynamic 
detuning associated with the splitters was sometimes beneficial 
and other times detrimental with regard to forced response. 
However, the combined aerodynamic and structural detuning 
due to the splitters was generally beneficial for the full chord 
airfoils, with minimal splitter response in the frequency range 
near to that of the full chord airfoils. Thus, aerodynamic 
detuning and combined aerodynamic-structural detuning as
sociated with the incorporation of splitters into a rotor are 
viable passive control mechanisms for flow-induced response 
of rotors. 
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Unsteady Aerodynamic Analysis of 
Subsonic Oscillating Cascade 
This paper describes the development of the source-doublet-based potential paneling 
method for oscillating cascade unsteady aerodynamic load predictions. By using the 
integral influence coefficient method and by using the interblade phase angles, the 
unsteady loads on an oscillating cascade can be accurately predicted at a minimum 
cost. As the grids are placed only on the blade surfaces, the blades are allowed to 
vibrate without grid deformation problems. Four notable subsonic oscillating cascade 
test cases that cover most important parameters, e.g., blade geometry, interblade 
phase angle, flow coefficient, flow speed, frequency, etc., are studied in this paper. 
The agreement between the present solutions and other numerical/experimental 
results demonstrates the robustness of the present model. Applicability of the method 
for realistic compressible flow cascades is also discussed. 

Introduction 
Unsteady load predictions on modern turbomachinery blades 

have been given increasing attention in recent years in search 
of a better understanding of high cycle fatigue blade failures. 
The forced response due to rotor-stator interaction and the 
unsteady loads due to blade oscillatory motion are two major 
causes of vibratory stress that can result in blade cracks. To 
be able to predict fatigue life accurately, a reliable aerodynamic 
forcing function must be provided. A frequency domain source-
doublet-based potential paneling method has been developed 
to predict the forced response in a blade-wake or rotor-stator 
type of interaction with cost many times less than that of finite 
difference schemes. The latter are based on rigid blade (non-
vibrating) assumptions. The present study extends the former 
numerical scheme to predict the unsteady aerodynamic loads 
on oscillating blades. 

Notable researchers studying unsteady loads on oscillating 
cascades are Atassi, Verdon, Carta, Hardin, Fleeter, Chiang, 
Huff, etc. Atassi (1980) developed a linearized analytical theory 
for oscillating cascades in uniform incompressible flows. Ver
don and Caspar (1979, 1981), Verdon and Usab (1986, 1988), 
and Verdon (1990) developed a linearized theory for solving 
oscillating cascade unsteady loads imposed on a steady-state 
solution. Carta (1983) investigated the effects of interblade 
phase angles on the loading of an oscillating first standard 
cascade and showed that the interblade phase angle is the most 
important parameter affecting the stability of oscillating cas
caded airfoils. Thus, the ability to predict the unsteady loading 
of an oscillating cascade with arbitrarily assigned interblade 
phase angle is very important. Hardin et al. (1987) studied the 
oscillating loads of a rotating compressor blade row at low 
Mach number over a wide range of flow rate. Verdon's line-

Contributed by the International Gas Turbine Institute for publication in the 
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arized solution was used to compare the experimental data. 
Chiang and Fleeter (1989) studied the stability of a detuned 
cascade via a locally analytical incompressible solution. Buf-
fum and Fleeter (1989) investigated the unsteady aerodynamics 
of a biconvex cascade at high subsonic and transonic flow by 
using an influence coefficient technique and a linearized theory 
developed by Fleeter (1973). Huff (1989) predicted oscillating 
cascade loading over a wide range of flow and interblade phase 
angle by solving Navier-Stokes/Euler equations, and by using 
a deforming grid technique. 

In the previous potential paneling solution for blade-wake 
interaction analysis, the blades were assumed totally rigid with 
no vibratory motion. The inflow is nonuniform. In the present 
study, the blades are vibrating with a uniform inflow. The 
unsteady load is induced due to unsteady relative motion be
tween blade and fluid. Generally, the blade motion is pre
scribed. The blades can oscillate at any frequency and with 
any arbitrary motion. However, solutions with only a single 
degree of freedom, pitching or plunging, will be shown to verify 
this methodology. 

One of the greatest advantages of using the source-doublet-
based integral method is the simplicity of boundary condition 
treatment. Since the grid is distributed only on the blade sur
faces, the blade surface is allowed to deform arbitrarily without 
any of the difficulties encountered by typical finite difference 
algorithms in which the mesh must conform to the instanta
neous configuration. In the present source-doublet-based in
tegral method, the source term is determined from the 
nonpenetrating boundary condition. Once the relative motion 
between the fluid and body is defined for either nonoscillating 
or oscillating blade motion, the boundary condition is readily 
determined and thus the source term is decided. Moreover, the 
solution in the frequency domain avoids the time-marching 
calculation and greatly saves computational time. 

The main purpose of the present report is to show the de
velopment of the method and demonstrate the robustness of 
the present methodology for unsteady aerodynamic prediction 
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of oscillating cascades. Four test cases with varied flow rate, 
interblade phase angle, frequency, flow speed, etc., are illus
trated. The last of the four cases investigated is for high sub
sonic Mach number flow. The influence of the compressibility 
on the unsteady loading of an oscillating cascade is discussed. 

Theory 
The formulation for the oscillating cascade unsteady loads 

calculation is based on the author's previous works (Chen and 
Eastland, 1990; Chen, 1992) in. which a two-dimensional fre
quency-domain source-doublet-based potential paneling 
method is used to solve incompressible flow. 

The velocity potentials on the blade surfaces are expressed 
as distribution of sources and doublets, 

<t> = - \ v„\nRds-- \ 4>— (\nR)ds (1) 
7r J ir J dn 

This can be further written as two sets of simultaneous equa
tions: 

(2) 

(3) 

where 

l&ij - Qj] [<t>j}-[ Wlw\ [ A0,v) = Wij] { Vnj) 

[<5// - Cij] (<£,•}- [wiw] {A$w j = [by] I vnj} 

Sa = Kronecker delta function 
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1 
dn s 

/ 
„im<at r> 

InRds 

dn 
\nRds 

Wiw = -T??J \nRdsw 

,±w- -"•E' 

dn 

-HNT-k)A? 

\nRds 

dn. 
lnRdsw 

„imtat {* 

\nRds 

The steady and unsteady potentials 4> and <£ are solved sepa
rately from Eqs. (2) and (3) with a closure ofJCutta condition 
that the wake doublet strengths, A<j>„ and A4>w, are equal to 
the velocity potential discontinuity at the trailing edge of the 
blade. The source terms on the right-hand side are determined 
from the blade surface nonpenetrating boundary condition. 

The influence coefficient calculations include the influences 
from all the elements on the blades and the wakes with relative 
interblade phase angles between them. The interblade phase 
angles can be any assigned values. One advantage of using the 
frequency domain calculation for oscillating cascade problems 
is it needs only one calculation at any reference time and greatly 
saves the computational cost. Moreover, the boundary con
dition treatment is simple using the present formulation. The 
source terms can be precisely defined once the oscillating mo
tion is determined.' 

Blade Motion. In an oscillatory blade motion, the relative 
velocity between blades and fluid is unsteady. The blade surface 
normal velocity v„ is composed of two parts, the normal ve
locity v„o with no vibrational motion, and the oscillating nor
mal velocity v'n arising from the blade vibrational motion, 

v„ = vno+v'„ (4) 

The vibrational part of normal velocity is the difference be
tween the instantaneous unsteady normal velocity and mean 
normal velocity, 

v'n = - U ' » n ' +U-n 

= -{U+Au)>n'x - {V+Av)'n'y + U>nx+ V>ny (5) 

where U ' is the instantaneous relative fluid velocity and n ' is 
the instantaneous surface outward unit normal. Two types of 
motion, plunging and pitching, are discussed in the following. 
More complicated motion can be analyzed with a linear com
bination of the two single-degree-of-freedom harmonic mo
tions. 

Plunge Motion. Assuming the blades in plunging motion, 
Fig. 1(a), are vibrating in a simple harmonic motion with 
respect to their chord, with a magnitude h and frequency co. 
The instantaneous amplitude is 

h = hei{c"±la) (6) 

where a is the interblade phase angle and / is the blade index 
counted outward from the reference blade. The interblade 
phase angle is defined to be negative if the upper blade is 
lagging the lower blade. The phase angle is referenced to the 
airfoil at the maximum blade height. The plunging velocity is 
a derivative of the plunging amplitude, 

dv^^ioStie^'^ 
dt (7) 

The velocity dv has two components, Aw and Ay in the x and 
y directions, respectively. Since the blade surface unit normal 
is unchanged through the motion, n = n ' the surface normal 
velocity in Eq. (5) is then 

Nomenclature 

Bn 

B„ = 

Cn = 

Cn = 

c = 
Cp_ = 

h = 
k = 
I = 

M = 
n = 

surface steady source 
influence coefficient 
surface unsteady source 
influence coefficient 
surface steady doublet 
influence coefficient 
surface unsteady doublet 
influence coefficient 
blade chord 
pressure coefficient 

amplitude of plunge motion 
reduced frequency 
blade index 
Mach number 
surface outward unit 
normal 

P = 
PP = 

Q = 

R = 

s = 
t = 

U, V = 
Au, Av = 

__y" = 
Wm = 

wiw = 
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pressure 
pitch mot ion pivot point 
inlet dynamic head 
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point and field point 
blade pitch 
time 
mean inlet velocity 
vibrational velocity 
surface normal velocity 
wake steady doublet influ
ence coefficient 
wake unsteady doublet 
influence coefficient 
amplitude of pitch angle 
phase lag (lead) 

/Si = inflow angle 
8 = angle of blade rotation 
a = interblade phase angle 

<p = velocity potential 
<P = flow coefficient 
oi = oscillating frequency 
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imaginary part 
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( a ) ( b ) 

Fig. 1 Blade motion: (a) plunging and (b) pitching 

v„ = — Aw-Tt,— Av/ i , (8) 

Pitch Motion. If the blades are undergoing pitching vi
bration about their pivot points (xp, yp), Fig. 1(b), with a 
magnitude <r and frequency co, the instantaneous pitching angle 
is 

— J((j]t ±lo) / rv \ 

a = ae (9) 
The blade angle change is followed by a blade orientation 
change and an associated velocity variation. 

The new blade coordinate P ' resulting from the new blade 
angle is expressed in terms of the original coordinate P at the 
reference time, t = 0, 

P ' = / - P (10) 

where 

J= 
cos 8 sin 8 

- sin 8 cos 8 

8 is the angle of rotation relative to the mean coordinate, and 
- a < 8 < a. 

The pitching velocity at any point and any instant in time 
is expressed as 

dv = ds>^- (aeK"l±h)) 
dt 

= ds'a(iu)e' J(ult±l(j) 
(11) 

where ds is the distance between the new coordinate P ' and 
the pivot point Pp , 

d s = l P ' - P „ (12) 

The surface normal velocity in Eq. (4) can now be written as 

v'„ = -Aunx -Lvn'y + {nx-n'x)U+ (ny-ny)V (13) 

Influence Coefficient Matrix. The influence coefficient 
matrices in Eqs. (2) and (3) are calculated in the same way as 
the previous rigid blade calculations in which all the blade and 
wake element influences are included. The only difference is 
that in the oscillation calculation, each blade is placed at its 
instantaneous position, and not in the mean position. The 
influence coefficients for source and doublet are calculated 
based on the distance between the instantaneous positions. As 
the elements are distributed only on the blade boundaries and 
on their wakes, the blades are free to deform without having 
the grid deformation problems associated with using a finite 
difference scheme. 

Pressure Calculation. Once the influence coefficient ma
trix and the source term are determined, the doublet (the ve
locity potential) can be calculated from Eqs. (2) and (3). The 
pressure is calculated from the unsteady Bernoulli equation, 

V0-^IV</>l 2 (14) 
p dt 2 

The pressure difference across the blade surface, Ap, is defined 
as the pressure on the upper surface subtracted from that on 
the lower surface, 

Ap=/Wr-/>u'pper (15) 

The unsteady pressure coefficient is the unsteady part of the 
pressure/?,^ (= p' — Psi) normalized by the mean inlet dynamic 
head q and the amplitude of vibration A, 

at 

p""~qA 
(16) 

where A could be the magnitude of plunging motion h or 
pitching motion a. 

The magnitude of phase angle with respect to the motion is 
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j8 = t a n - 1 ( - ^ 
C, PR, 

(17) 

where the phase angle - ir < j3 £ ir. The phase angle is positive 
if the pressure is leading the motion, and is negative if the 
pressure is lagging the motion. 

Result and Discussion 
Four test cases of cascaded configurations with a combi

nation of different cross section, thickness, camber, stagger 
angle, flow angle, flow coefficient, interblade phase angle, flow 
speed, etc., are calculated. They are shown in sequence in the 
following as (1) flat plate cascade, (2) first standard cascade, 
(3) UTRC rotor, and (4) NASA transonic cascade. 

Test Case 1: Flat Plate. The flat plate case has been shown 
by many researchers (Whitehead, 1960; Smith, 1971; Fleeter, 
1973; Atassi and Akai, 1980; Verdon and Caspar, 1981; Huff, 
1989; etc.) as a simple case to test their algorithms. The present 
method is not valid when the blade thickness is zero. A thin 
(1 percent) parabolic airfoil is used instead. The operating 
condition of the flat plate case is shown in Table 1. 

The plunging motion case is a flat plate cascade at 45 deg 
stagger, inflow angle 45 deg, amplitude of plunge h = 1, out-
of-phase oscillation with interblade phase angle a = 180 deg, 
solidity c/s = 1, and circular frequency co = 1. The result is 
compared with that of Verdon and Caspar (1981) at Mach No. 

Table 1 

Stator (Flat Plate) 
Stagger 
Inflow 
a 
M, 
Motion _ 
Plunge h 
Pitch a 
O) 

Test case 1: flat plate 

45 deg 
45 deg 
180 deg 
0.3 
plunge or pitch 
1 
1 deg 
1.0 

M = 0.3 in Fig. 2(a). The pressures across the blade surface, 
dCp, show smaller amplitudes than those of Verdon's calcu
lation for both real and imaginary parts. This difference is 
believed to be due in small part to the thickness effect, and 
mostly due to the Mach number effect for this particular case 
as shown by the trend of the higher Mach number calculations 
by Verdon. 

The result for a pitching motion with an amplitude of a = 
1 deg of the same configuration, pivoted at midblade chord, 
is shown in Fig.' 2(b), Again, the trends for the two predictions 
are similar and the discrepancy is attributed to the Mach num
ber effect. 

Test Case 2: First Standard Cascade. The first standard 
cascade is a NACA65-series cascade with low subsonic inflow. 
These experimental data were obtained by Carta (1983) and 
have been used by many researchers for their code validation. 

The cascade operating condition is listed in Table 2. The 
cascade configuration has a NACA65-series airfoil with a 6 
percent thickness distribution on a 10 deg circular-arc camber 
line. It has a 55 deg stagger angle, incidence 6 deg, solidity 
c/s = 1.33, inlet Mach number M = 0.17, reduced frequency 
k = 1.22 based on semichord length, and an amplitude of 
vibration a = 2 deg. There has been some uncertainty con
cerning the inlet flow angle as pointed out by Verdon (1986) 
and Huff (1989). Verdon and Usab found that an inflow angle 
of j8i = 62.23 deg gave the best agreement with the experi
mental mean flow pressure distributions using the potential 
solution; while Huff found Pl = 64.0 deg gave the best corn-

Table 2 Test case 2: first standard cascade 
• (NACA65-series) 

Stagger 
(3, 
a 
M, 
Motion 
a 
k 

55 deg 
66 deg 
-135 - +180 deg 
0.17 
pitch 
0.5 ~ 2 deg 
0.122 (based on semichord) 

17. PRRRB0LIC RIRF01L PLUNGING 
40 

30 

-10 

-20 

VERDON PRESENT 
REAL 
I MAG. 

_1_ 

0.0 0.5 

X 

(a) 

1.0 

17. PflRRBOLIC RIRF01L PITCHING 

VERDON PRESENT 

-15 
0.0 0 .5 

X 

(b) 

1.0 

Fig. 2 1 percent parabolic airfoil cascade unsteady pressure: (a) plunging motion, (b) pitching motion 
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Fig. 3 First standard cascade: (a) profile; (b) steady loading 
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Fig. 4 First standard cascade unsteady loading in pitching motion 

parison with the experimental data from his Navier-Stokes 
solution. The present steady-state solutions for both (3[ = 62.23 
and 64.0 deg are shown in Fig. 3. The /3i = 62.23 deg solution 
gives better agreement with the data and is consistent with that 
of Carta's steady-state solution. Thus, the following calcula
tions for the first standard cascade geometry are based on the 
inflow angle of 62.23 deg. 

The first standard cascade is used to test the dependency of 
unsteady load on interblade phase angle. The results are com
pared with those experimental data obtained by Carta (1983) 
and the linearized solution by Verdon and Usab (1986). Figure 
4 shows the unsteady pressure along the blade surface for eight 
different interblade phase angles from - 135 deg to +180 deg 

at a 45-deg interval. The present calculation agrees excellently 
with the experimental data for both real and imaginary parts 
over the entire interblade phase angle range. The suction and 
pressure surface unsteady pressure amplitudes and phase angles 
shown in Figs. 5(a) and 5(b), respectively, for a = - 135 deg 
are compared with the calculations by Verdon and Usab (1986). 
The amplitude of unsteady pressure agrees very well with both 
the measured data and the solutions from Verdon and Usab. 
The phase angle of the unsteady pressure agrees better with 
the data than does Verdon and Usab's on the suction side, but 
worse than theirs on the pressure side toward the trailing edge. 

Test Case 3: UTRC Compressor Rotor. This compressor 
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Fig. 5 First standard unsteady pressure (a = -135 deg): (a) amplitude; (b) phase angle 
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Fig. 6 UTRC rotor steady loading: (a) profile; (b) <p = 0.65; (c) <p = 0.75; (d) p = 0.85 

rotor case was experimentally studied by Hardin et al. (1987) and the others are linear cascades. The operating condition of 
at United Technologies Research Center (UTRC). This case is this case is shown in Table 3. The airfoil is a NACA65-series 
different from the other test cases in that this one is a rotor thickness distribution superimposed on a nominal circular arc 
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Fig. 7 UTRC rotor unsteady pressure in pitching motion 
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Fig. 8 NASA Lewis binconvex cascade (a) profile; (b) steady loading 

Table 3 Test case 3: UTRC rotor Table 4 Test case 4: NASA Lewis cascade 

Rotor (NACA65-series) 
Stagger 
Flow coefficient <p 
a 
M, 
Motion 
a 

a k 

35.47 deg 
0.6 ~ 0.9 
- 12.9 deg 
0.127 ~ 0.147 
pitch 
2 deg 
510 rpm 
53.4 rad 

Stator (biconvex) 
Stagger 
(3, 
a 
M, 
Motion 
a 
k 
Solidity c/s 

53 deg 
60 deg 
- 9 0 , 0, +90 deg 
0.65 
pitch 
1.2 deg 
0.221 (based on semichord) 
1.3 

mean camber line, Fig. 6(a). The rotor is 5 ft in diameter, with frequency 8.5 Hz. The rotating speed of the rotor is maintained 
a hub-to-tip ratio of 0.8, and 28 blades. The dynamic loading at 510 rpm while varying the flow rate to make the flow coef-
at midspan was investigated. At midspan, the stagger angle is ficient <p vary from 0.6 to 0.9 in 0.1 intervals. This yields a 
35.47 deg, the interblade phase angle a is - 12.9 deg, and the Mach number M = 0.127 ~ 0.147: 
motion is pitching at midchord with an amplitude of 2 deg at The steady-state solutions for flow coefficient 0.65, 0.75, 
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and 0.85 are shown in Figs. 6(b) to 6(d) and compared with 
results shown in the paper of Hardin et al. (1987). The three 
steady-state pressure distributions agree excellently with Cas
par's potential solutions except near the trailing edge. Both 
inviscid calculations predicted larger leading edge loading than 
the experimental data. The viscous effects near the leading 
edge essentially remove the singularity behavior inherent in 
potential flow approaches in that area. Moreover, both cal
culations show higher discharge pressures than the data. Again, 
this is due to the negligence of the viscosity effect, in that the 
boundary layer produces a higher discharge velocity and lower 
discharge pressure. Despite the deficiency frequently encoun
tered in using inviscid calculations, it has been shown (Hodson, 
1985; Hardin et al., 1987; Verdon and Usab, 1986; etc.) that 
the viscous boundary layer has little effect on the unsteady 
pressure calculations unless the boundary layer is thick or 
separated. 

The unsteady pressures for real and imaginary parts are 
shown in Fig. 7 for flow coefficients ranging from 0.60 to 0.90 
in 0.1 intervals. The imaginary part scales are four times larger 
than the real part to highlight the difference between the present 
solution and that of Verdon. The present calculation shows 
excellent agreement with all the experimental data on both 
suction and pressure surfaces for all the flow range, except 
near the leading edge on the suction side for flow coefficient 
equals 0.6. The discrepancy is attributed to a separation bubble 
formed near the leading edge on the suction surface at this 
large incidence operating condition. In comparing to Verdon's 
prediction, the present method essentially correlates better with 
the data over the entire flow range in this particular case for 
both the real and imaginary parts. 

Test Case 4: NASA Lewis Transonic Cascade. The last test 
case is the NASA Lewis Transonic Oscillating Cascade. The 
operating condition is shown in Table 4. The geometry of the 
airfoil is a symmetric biconvex airfoil with a thickness of 7.6 
percent, Fig. 8(a), stagger 53 deg, incidence 7 deg, solidity 
c/s = 1.3. The blade is pitching about the midchord with an 
amplitude of 1.2 deg, and a reduced frequency k = 0.221 
based on semichord. The measurements were made at high 
inlet flow Mach numbers 0.65 (subsonic) and 0.8 (transonic) 
(Shaw et al., 1986; Buffum et al., 1987). Although the present 
method is developed for incompressible flow, its applicability 
and the deviation from the measured compressible flow were 
investigated. The measurement for the subsonic case with M 
= 0.65 is used here to test the present unsteady calculations. 
Similar studies have been made by Huff (1989) and Buffum 
and Fleeter (1989). Their solutions will also be shown in the 
figures for comparison. 

The steady-state calculations for 7 deg incidence angle are 
shown in Fig. S(b). The pressure distributions are nearly iden
tical for these two Mach numbers, 0.65 and 0.8, except there 
is a shock formed near the leading edge on the suction surface 
for M = 0.8. A surprisingly good agreement is achieved be
tween the incompressible flow calculation and the compressible 
flow measurement. Because the stagger angle is large and the 
solidity is high, the blade-to-blade interaction is more signif
icant than the streamwise compressibility effect. 

The three unsteady operating conditions in this study include 
out-of-phase oscillations (a = - 90 deg and + 90 deg) shown 
in Figs. 9 and 10, respectively, and in-phase oscillation (a = 
0 deg) shown in Fig. 11. For each figure, comparisons are 
shown for pressure distribution on each surface, pressures 
across blade surface, amplitude of pressures, and phase angles 
of pressures. 

For the a = - 90 deg case, Figs. 9(a) to 9(d), the real part, 
imaginary part, and amplitude of unsteady loads agree well 
with the measurement, though the imaginary part on the pres
sure side predicts higher values than the data. The phase angle 
deviates more from the measured data on the suction side due 

to the pressure curve shift. The Navier-Stokes compressible 
solution (Huff, 1989) seems to predict better imaginary and 
phase angles in this part. For the pressure across the blade 
(lower-upper), Figs. 9(e) to 9(h), the agreement is excellent 
with the data though deviation is found on the imaginary part. 
The other two prediction from Huff's N-S solution (1989) and 
the Buffum and Fleeter classical linearized unsteady theory 
(1989) together with the present calculation agree quantitatively 
well with the data in this pressure difference part. The present 
calculation predicts the magnitude of the unsteady blade load
ing better than the two compressible methods but does worse 
in the phase angle. 

The case for a = +90 deg shown in Fig. 10 has similar 
characteristics to that of the a = - 9 0 deg calculation. 

The reason that the incompressible flow method predicts 
good Ap at a high subsonic flow condition is due to the fact 
that the unsteady pressure fluctuations for an oscillating cas
cade are more influenced by the blade-to-blade interaction than 
by the streamwise compressibility effect. The compressibility 
influence has a similar effect on both suction and pressure 
surfaces, and thus the pressure difference across the surface 
is not significantly affected by the compressibility effect. As 
a result the present incompressible method does give a reliable 
solution. Compressibility effects should become less significant 
for higher solidity cascades. 

For the in-phase oscillation (a = 0 deg) calculation, Fig. 11, 
the present method correlated better with the experimental data 
than for the out of phase calculations. However, there is a 
significant discrepancy from the N-S solution for the real, 
imaginary, and thus the phase angles obtained by Huff (1989). 
He attributes this disagreement to the operating near an acous
tic resonant condition. However, it does not seem to affect 
the Buffum and Fleeter solution (1989) nor the present cal
culation. 

Overall, the present incompressible flow method seems to 
give quantitatively and qualitatively good solutions for high 
Mach number subsonic cascaded flow in both steady and un
steady calculations. This should be true particularly when the 
solidity is high, but should fail in the transonic and supersonic 
regimes based on the present formulation. 

Computational Cost 
The computational cost is very low for the present frequency 

domain calculation. Taking the first standard cascade as an 
example, using 40 grids (upper + lower), and 50 wake elements 
for each blade, the CPU time on a APOLLO DN4000 work 
station is 140 seconds. This is equivalent to about 1.4 seconds 
of CRAY time. Similar calculations by using a Navier-Stokes 
time-marching scheme as shown by Huff (1989) use about 
13,100 seconds on a CRAY-XMP. Relatively, the present 
method is nearly 10,000 times faster than the Navier-Stokes 
solution but with a similar quality of results. 

Summary 

The frequency domain unsteady aerodynamic solution de
scribed in this report has been developed to determine the 
unsteady loads arising from the relative motion of blades in 
two-dimensional cascades in subsonic flow. Complex turbo-
machinery problems including real blade geometry, operating 
condition, stagger angle, incidence angle, interblade phase an
gle, etc., are accounted for. 

Four notable cascade configurations under oscillating mo
tions were investigated to predict the unsteady loads. The cal
culated results are compared as much as possible with available 
experimental data and other numerical/analytical methods 
shown in the literature. 

Generally very good agreement was achieved for real, im
aginary, amplitude of individual surface pressures and pressure 
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Fig. 11 NASA Lewis cascade unsteady pressure (a = 0 deg) 
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difference across the blades when comparing to the experi
mental data and other numerical methods. In many cases, the 
present method predicts significantly better than other meth
ods. This is attributed to two factors: 

1 The present method is numerically reliable. 
2 The boundary condition treatment is simple and can be 

precisely defined once the oscillating motion is determined. As 
the grid is distributed only on the blade boundary, the blade 
can be arbitrarily deformed without any of the grid defor
mation problems encountered when using finite difference 
schemes. 

The computational cost is small and is about 10,000 times 
faster than a Navier-Stokes solution with the same quality of 
solution. 

Future development of the present method will be aimed at 
the force and moment calculation from the predicted unsteady 
pressures. Flutter boundary and the aerodynamic damping 
factor associated with the forces will then be compared with 
the data available. 
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Effect of Wind Tunnel Acoustic 
Modes on Linear Oscillating 
Cascade Aerodynamics 
The aerodynamics of a biconvex airfoil cascade oscillating in torsion is investigated 
using the unsteady aerodynamic influence coefficient technique. For subsonic flow 
and reduced frequencies as large as 0.9, airfoil surface unsteady pressures resulting 
from oscillation of one of the airfoils are measured using flush-mounted high-
frequency-response pressure transducers. The influence coefficient data are examined 
in detail and then used to predict the unsteady aerodynamics of a cascade oscillating 
at various interblade phase angles. These results are correlated with experimental 
data obtained in the traveling-wave mode of oscillation and linearized analysis 
predictions. It is found that the unsteady pressure disturbances created by an os
cillating airfoil excite wind tunnel acoustic modes, which have detrimental effects 
on the experimental results. Acoustic treatment is proposed to rectify this problem. 

Introduction 
Aerodynamically induced vibration of the blading in gas 

turbine engines is an ongoing problem, which affects both the 
development cost of new engines and the reliability and main
tenance costs of existing engines. Accurate analysis tools could 
reduce these costs significantly, hence the development of ad
vanced aerodynamic analyses for oscillating cascaded airfoils 
is of current research interest. Oscillating cascade experiments 
play a key role in the development of these analyses, providing 
data used both to evaluate existing analyses and to provide 
direction for advanced modeling efforts. 

A review of previous oscillating cascade investigations re
veals there are, in general, few data available for cascaded 
airfoils driven to oscillate simultaneously. Focusing on sub
sonic and transonic flows for axial compressor geometries, 
there are several noteworthy publications. Davies and White
head (1984) performed experiments in an annular oscillating 
cascade in subsonic through supersonic flow regimes, but the 
measurements were limited to unsteady aerodynamic moments. 
Kobayashi (1990) has made detailed blade surface pressure 
measurements in an annular oscillating cascade at high sub
sonic and supersonic inlet conditions. Large pressure fluctua
tions occurred due to shock wave motion and cascade instability 
was noted over a wide range of conditions. Unsteady pressure 
measurements have been made at the NASA Lewis Research 
Center in a linear cascade oscillating in a traveling-wave mode 
(Buffum and Fleeter, 1993a). In some instances, it was found 
that unsteady pressure disturbances reflected by the wind tun
nel walls interfered with the cascade unsteady aerodynamics. 

Contributed by the International Gas Turbine Institute and presented at the 
38th International Gas Turbine and Aeroengine Congress and Exposition, Cin
cinnati, Ohio, May 24-27, 1993. Manuscript received at ASME Headquarters 
March 1, 1993. Paper No. 93-GT-149. Associate Technical Editor: H. Lukas. 

The lack of oscillating cascade data is due to the inherent 
complexity of the experiments. First, oscillating cascades are 
expensive to build, traditionally requiring a drive system ca
pable of oscillating the airfoils simultaneously in traveling-
wave modes for various interblade phase angles at realistic 
values of the reduced frequency. Second, because the meas
urements must be obtained not only for each steady flow con
dition and reduced frequency, but also over a range of 
interblade phase angles, the experiments can be quite time 
consuming. As a result, data are typically obtained only for 
several interblade phase angles. 

An alternative to the traveling-wave mode of oscillation is 
the unsteady aerodynamic influence coefficient technique. As
suming the unsteady disturbances are small, as in a typical 
flutter stability problem, only one airfoil in the cascade is 
oscillated, with the resulting unsteady pressures measured on 
the oscillating airfoil and its stationary neighbor. Through 
summation of these influence coefficient data, the unsteady 
aerodynamics of an equivalent cascade with all airfoils oscil
lating at any specified interblade phase angle may be predicted. 

Figure 1 depicts a two-dimensional finite cascade represen
tation of a blade row. For a given mean flow field and reduced 
frequency of oscillation, and assuming small unsteady dis
turbances, the cascade unsteady aerodynamics may be ex
pressed as linearly combined influence coefficients that can be 
determined experimentally or analytically. Consider a finite 
airfoil cascade with 2N+ 1 airfoils executing constant-ampli
tude harmonic oscillations with a constant interblade phase 
angle 0. The airfoil surface unsteady pressure, expressed as a 
pressure coefficient Cp(x, y, (3) acting at a point on the ref
erence airfoil (airfoil 0 in Fig. 1), can be expressed as a Fourier 
series 

Cp(x,y,(3) = J ] C'p(x,y)eir 
(1) 
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Fig. 1 Cascade geometry 

where C"p(x, y) is the complex-valued unsteady aerodynamic 
influence coefficient. This influence coefficient defines the un
steady pressure coefficient developed on the reference airfoil 
at the point (x, y) due to the motion of airfoil n. 

Mathematical models for an infinite cascade of airfoils os
cillating with a specified interblade phase angle can also be 
used to determine these unsteady aerodynamic influence coef
ficients. For this case, the influence coefficients are determined 
by inversion of Eq. (1): 

C"p{X'y)=h\ Cp{x'y' /3)e"""3<i(3. (2) 

Analytically determined unsteady aerodynamic influence coef
ficients can thus be found from oscillating cascade analyses 
by integrating predicted values of Cp over the complete inter
blade phase angle interval per Eq. (2). Substituting these in
fluence coefficients into Eq. (1) then enables analytical 
predictions for a finite number of airfoils oscillating in an 
infinite cascade to be determined. 

If this technique is valid, the most important advantage is 
that the drive system must oscillate only one airfoil, reducing 
the complexity and cost of the experimental facility. In ad
dition, as already mentioned, the influence coefficients may 
be used to predict the cascade unsteady aerodynamics for any 
interblade phase angle, although these predictions are theo
retically suspect in the vicinity of acoustic resonances (Buffum 
and Fleeter, 1990a). An added advantage is the physical insight 
gained by knowing the values of the various influence coef
ficients and therefore the impact that the oscillations of airfoil 
n will have on the stability of the reference airfoil. 

Several experimental investigations have been directed at 
validation of this technique through correlation of unsteady 
aerodynamic influence coefficient results with corresponding 
data acquired with all airfoils oscillating at specified interblade 
phase angles. Hanamura et al. (1980) found good results for 
flow in a water channel, but this is insufficient to validate the 
technique for compressible flow. Davies and Whitehead (1984) 
performed such experiments at high subsonic inlet conditions 
and reduced frequencies to 0.21, but there was considerable 
scatter in the traveling-waVe mode data. In supersonic inflow 
experiments, Szechenyi (1985), the summation of influence 
coefficients has been compared to data for a linear cascade 
with two airfoils oscillating, but the scope of the experiments 
was very limited. Boles et al. (1989) reported very good results 
for this technique in an annular turbine cascade with mean 
exit flow fields ranging from subsonic to supersonic and re
duced frequencies as large as 0.42. Buffum and Fleeter (1990a) 
reported good results using this method, but further analysis 
now indicates that wind tunnel acoustic modes similar to those 
discussed in this paper had detrimental effects on the data. 

Of the investigations mentioned above, only that of Boles 
et al. was conclusive regarding the influence coefficient tech
nique. However, as those experiments were conducted in an 
annular cascade, it would be rash to conclude that this tech
nique is also valid for use in a linear cascade. While circum
ferential pressure disturbances are free to propagate around 
the annulus of an annular cascade, disturbances will be con
strained by the wind tunnel walls in a linear cascade, possibly 
resulting in detrimental effects on the cascade unsteady aero
dynamics. In fact, in traveling-wave mode experiments, Buf
fum and Fleeter (1993a) found that reflection of unsteady 
pressure disturbances off the wind tunnel walls interfered with 
the linear cascade unsteady aerodynamics for some interblade 
phase angles. Thus it is important to investigate thoroughly 
the validity of this technique in a linear environment. 

In the present study, the unsteady aerodynamic influence 
coefficient technique is investigated in a low-solidity linear 
oscillating cascade. The cascade solidity, 0.65, was chosen to 
be representative of an advanced propeller model, which flut
tered during wind tunnel tests (Mehmed et al., 1982). For an 
inlet Mach number of 0.55, the torsion mode biconvex airfoil 
oscillating cascade aerodynamics are investigated for reduced 
frequencies as high as 0.90. To help ascertain the validity of 
the influence coefficient technique, correlation of the influence 
coefficient results is made with data obtained for all the airfoils 
oscillating at various interblade phase angles and the predic
tions of a linearized oscillating cascade analysis. 

Oscillating Cascade Facility 

The NASA Lewis Transonic Oscillating Cascade, Fig. 2, 
combines a linear cascade wind tunnel capable of inlet flow 
approaching Mach one with a high-speed airfoil drive system, 
which imparts torsion-mode oscillations to the cascaded air
foils at specified interblade phase angles and realistically high 
reduced-frequency values. 

Nomenclature 

C = 
C„ = 

C" 

cP 

k 
M 

airfoil chord 
unsteady pressure coeffi
cient =p1/(pinVloii) 
unsteady pressure influence 
coefficient due to oscillation 
of nth airfoil 
steady pressure coeffi
cient = (pin - p0 )/(Pin Vj„) 
reduced frequency = uC/ Vin 

Mach number 

n = 

Pj 

Pin = 

S = 
t = 

Vin = 

X = 

relative position of oscillating 
airfoil 
y'th harmonic of airfoil surface 
static pressure 
mean inlet static pressure 
airfoil spacing 
time 
inlet velocity magnitude 
airfoil chordwise coordinate 

7 = 
AC„ 

Pin = 

y'th harmonic of incidence an
gle 
interblade phase angle 
stagger angle 
unsteady pressure difference 
coefficient 
inlet density 
phase of unsteady pressure 
coefficient 
airfoil oscillation frequency, 
rad/s 
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Fig. 2 Oscillating cascade facility 

Air drawn from the atmosphere passes through a smooth 
contraction inlet section into a constant area rectangular test 
section of 9.78 cm span, which measures 58.6 cm along the 
stagger line. Upstream of the test section, suction is applied 
through perforated walls to reduce the boundary layer thick
ness. Tailboards are used to adjust the cascade exit region 
static pressure and also form bleed scoops that further reduce 
upper and lower wall boundary layer effects. Downstream of 
the test section, the air is expanded through a diffuser into an 
exhaust header. The exhaust system, part of a central air facility 
at Lewis, maintains a 30 kPa pressure downstream of the flow 
control valves. The cascade inlet and the airfoil angles may be 
adjusted to obtain a wide range of incidence and stagger angle 
combinations. 

The facility features a high-speed mechanism, which may 
drive any or all of the airfoils in controlled torsional oscilla
tions. Stainless steel barrel cams, each having a six-cycle sin
usoidal groove machined into its periphery, are mounted on 
a common rotating shaft driven by a 74.6 kW electric motor. 
A cam follower assembly, consisting of a titanium alloy con
necting arm with a stainless steel button on one end, is joined 
on the other end to an airfoil trunnion. The button fits into 
the cam groove, thus coupling the airfoil to the camshaft. 
Lubrication of the cam/follower assembly is provided by an 
oil bath. The amplitude of the torsional airfoil motion is 1.2 
deg as dictated by the cam and follower geometry. The drive 
system is configured for oscillations at a chosen interblade 
phase angle by fixing the cams at the required relative positions 
on the shaft. A reduced frequency of 0.90 is achieved at 0.55 
inlet Mach number with an oscillation frequency of 350 Hz. 
For more information on the experimental facility, see Buffum 
and Fleeter (1990b). 

Airfoils and Instrumentation 
The airfoil and cascade geometry is summarized in Table 1. 

Four uncambered, 7.6 percent thick biconvex airfoils were used 
to create a low-solidity (C/S = 0.65) cascade. The stagger angle 
was 45 deg and the airfoils oscillated about the midchord. 

Airfoils instrumented with static pressure taps were used to 
measure the airfoil surface steady pressure distributions. There 
were 16 chord wise measurement locations, with a higher den
sity in the leading edge region used to capture the larger gra
dients there. Rows of sidewall static pressure taps located 
upstream and downstream of the cascaded airfoils were used 
to determine the mean inlet and exit pressures. 

Flush-mounted high-frequency-response Kulite pressure 
transducers were used to measure the unsteady surface pres
sures on the oscillating airfoils. Two airfoils were instru
mented, each having six transducers mounted symmetrically 
about the midchord on one airfoil surface. These transducers, 
having active sensor diameters of 1.3 percent of the airfoil 
chord, were epoxied into milled slots and potted in room-
temperature-vulcanizing rubber for isolation from airfoil strain. 

Journal of Turbomachinery 

Table 1 Airfoil and cascade geometry 

Airfoil 

Type 
Surface radius of curvature 
Leading and trailing edge radii of curvature 
Chord, C 
Maximum thickness / chord 
Elastic axis 
Dynamic pressure transducer locations; % chord 

Cascade 

Number of airfoils 
Airfoil spacing, S 
Solidity, C/S 

Stagger angle, y 

Mean flow incidence angle, a 0 

Amplitude of oscillation, a 

biconvex, no camber 
27.4 cm 
0.025 cm 
7.62 cm 
0.076 
midchord 
12,25,40,60,75,88 

4 
11.72 cm 
0.65 

45 degrees 
2 degrees 

1.2 degrees 

A thin coating of rubber was also used to fair the transducer 
surface into the airfoil contour. 

From static and dynamic calibrations, the pressure trans
ducers were found to be highly linear in response over the 
frequency and pressure ranges of interest. However, the pres
sure transducers may produce undesirable signals as a con
sequence of the airfoil motion. This effect was quantified by 
oscillating the instrumented airfoils under no-flow conditions. 
The response of each transducer was found to be a linear 
function of the airfoil acceleration, implying that the acoustic 
response, which varies with the airfoil velocity magnitude, was 
dominated by the acceleration response. These calibration data 
were used to correct the oscillating airfoil pressure data for 
acceleration effects. 

The time-dependent position of the reference oscillating air
foil was determined by a capacitance-type proximity sensor, 
which produces a voltage proportional to the air gap between 
it and an adjacent object. This sensor was positioned to face 
a six-cycle sinusoidally shaped cam mounted on the airfoil 
drive camshaft so as to be in phase with the reference airfoil 
motion. 

Data Acquisition and Analysis 
Conventional instrumentation was used to quantify the 

steady flow field. An average of the upstream sidewall static 
pressures along with the atmospheric (total) pressure were used 
to calculate the inlet Mach number. Steady flow airfoil surface 
static pressures were calculated from an average of approxi
mately 100 samples in time at each tap. The steady pressure 
coefficient at a point (x, y) on the airfoil surface is defined 
as: 

Pin is the mean inlet static pressure, pQ is the mean airfoil surface 
static pressure, and pin and Vin are the inlet values of density 
and velocity. 

Unsteady signals were recorded on magnetic tape for post-
experiment processing. During tape playback the signals were 
simultaneously digitized at rates sufficient to capture at least 
three harmonics of the oscillation frequency, with 32,768 sam
ples taken per channel. Each channel of data was divided into 
contiguous blocks, each block typically with 2048 samples, and 
then Fourier decomposed to determine the first harmonic of 
each block of data. The first harmonic pressure of each block 
was referenced to the airfoil motion by subtracting from it the 
phase of the first harmonic motion signal of the same block. 
Once all of the blocks from a channel were decomposed in 
this manner, the first harmonic block results were averaged 
and the complex-valued acceleration response was subtracted 
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Fig. 5 Cascade dynamic periodicity, oscillating airfoil in relative po
sition 0, k = 0.90 

vectorally. Statistical analysis of the block results was used to 
estimate uncertainties for the average first harmonic values. 

The motion of an oscillating airfoil is defined by the change 
in the incidence angle with time: a(t) = «o + ai cos(oit) where 
a0 is the mean incidence angle, ĉ  is the torsional oscillation 
amplitude, and to is the frequency. 

The complex-valued unsteady pressure coefficient is defined 
as 

Cp(x,y) 
Pi(x,y) 

(4) 
Pin VinUi 

P\ is the first harmonic airfoil surface static pressure. The 
dynamic pressure difference coefficient is the difference be
tween the lower (y~) and upper (y+) surface unsteady pressure 
coefficients: 

ACp(x) = Cp(x,y-)-Cp(x,y+). (5) 

Results 
The experimental influence coefficient technique is inves

tigated in a linear oscillating cascade. For a mean inlet Mach 
number of 0.55 and 2 deg mean incidence, the airfoil surface 
steady pressure coefficient distributions are presented first. 
Then the unsteady aerodynamic influence coefficients are pre
sented, with special attention given to the effect of the relative 
position of the oscillating airfoil, the effect of reduced fre
quency, and convergence of the influence coefficient series. 
Finally, the influence coefficient predictions are correlated with 
data for all airfoils oscillating and linearized analysis predic
tions. 

Steady-State Aerodynamics. For a linear cascade to be a 
valid simulation of a turbomachine blade row, the cascade 
must exhibit good passage-to-passage periodicity for the steady 
flow field. In Fig. 3, steady pressure coefficient data are pre

sented for the center cascade passage and the two adjacent 
passages. Good cascade periodicity is apparent, with the only 
significant differences found at the leading edge of the airfoil 
upper surface. 

The upper surface pressure coefficient distribution peaks 
near the leading edge with a corresponding maximum Mach 
number of 0.74. At the lower surface peak of Cp = - 0.25, the 
Mach number is 0.39. There is negligible loading beyond 50 
percent of chord. Using the method of Kline and McClintock 
(1953), a 95 percent confidence interval of ±0.003 is estimated 
for these pressure coefficients. The exit region mean static 
pressure divided by the inlet total pressure was 0.8251. 

Unsteady Aerodynamics 

Influence Coefficient Technique. Chordwise distributions 
of the first harmonic pressure influence coefficients on the 
individual surfaces of the position 0 instrumented airfoil are 
presented for the oscillating airfoil in the five relative positions 
defined by n = -2 through n = 2. Sample time-dependent pres
sure signals are presented along with the resulting pressure 
spectra in Fig. 4. These results illustrate the typical dominance 
of the first harmonic that was found in the signals. 95 percent 
confidence intervals of ±5 percent in magnitude and ±4 deg 
in phase were estimated for the mean value of the first harmonic 
pressure coefficients. 

• Dynamic Periodicity. To investigate the dynamic period
icity of the cascade, self-induced unsteady pressure data were 
obtained for the two airfoil locations surrounding the cascade 
center passage. That is, an instrumented airfoil was oscillated 
in position A of Fig. 5 with the other airfoils fixed. Then an 
instrumented airfoil was oscillated in position B with the other 
airfoils fixed. The resulting unsteady pressure coefficients 
C°p are presented for £ = 0.90. Ideally, the unsteady pressure 
data for these two positions would be identical, but this is not 
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the case for these data. On the airfoil lower surface, the mag
nitude periodicity is good except at 60 and 75 percent of chord, 
and the phase periodicity also varies with position, being good 
at 12, 75, and 88 percent of chord but having significant dif
ferences otherwise. The upper surface magnitude periodicity 
is not particularly good at any measurement location, although 
the phase periodicity is good except for the 12 and 40 percent 
of chord locations. For the rest of this paper, data obtained 
from the airfoil surfaces defining the center passage of the 
cascade will be used for Ca

p. 
There are several possible causes of the shortcomings in the 

cascade dynamic periodicity. One would be a lack of periodicity 
in the mean flow field coupling with the unsteady perturbations 
to produce aperiodic behavior in the unsteady flow. Since the 
steady flow periodicity was found to be very good, this is not 
a problem. 

It is more likely that the lack of dynamic periodicity was 
caused by acoustic waves created by the oscillating airfoils 
interacting with the solid boundaries imposed by the wind 
tunnel walls and the wind tunnel flow field. One form of 
interaction would be reflection of waves propagating away 
from the cascade along the axis of the wind tunnel by non-
uniformities in the flow, for example, gradients found at the 
wind tunnel inlet and also at the diffuser section. At the non-
uniformities, some fraction of the incident acoustic energy 
would be reflected back toward the cascade while the rest 
continues to travel away from the cascade. 

Propagating and decaying acoustic waves will be created by 
an airfoil oscillating in a wind tunnel. Since the decaying waves 
decay exponentially with distance from the airfoil, only prop
agating acoustic modes are likely to reach either the inlet or 
diffuser with significant energy. The modal cutoff frequencies, 
which determine whether or not a mode will propagate, are 
given by Buffum and Fleeter (1993b) for a rigid rectangular 
duct of width A' and height B' with uniform axial flow at 
Mach number M. For waves propagating either upstream or 
downstream without attenuation, the requirement for the fre
quency of oscillation is 

o»u,n, = a0^(l-Mi) 
tnir 

B' 
(6) 

for integer values of / and m. Thus the (/ = 0, m = Q) modes 
always propagate. For the present wind tunnel geometry 
{A' = 9.60 cm and B' = 41.4 cm), the (0,1) mode has the lowest 
nontrivial cutoff frequency, 337 Hz. Only for the highest re
duced frequency, 0.90 (345 Hz oscillation frequency), will a 
(0, 1) mode propagate. However, since the (0, 0) mode will 
propagate at all frequencies, the potential always exists for 
undesirable reflections at the inlet and diffuser sections. 

Only some portion of the acoustic energy created by the 
oscillating airfoil will feed into the propagating modes, and it 
remains to be seen whether this portion is significant. The 
amount of this energy that will be reflected is also unknown. 
Thus it is difficult to determine whether wave reflections at 
the inlet and diffuser sections had significant effects on the 
measurements. 

Even if a duct acoustic mode doesn't propagate, it may cause 
significant unsteady pressure variations in the vicinity of the 
cascade. For a given geometry, the resulting mode shapes de
pend upon the location of the excitation source, i.e., the po
sition of the oscillating airfoil. Therefore positions A and B 
of the oscillating airfoil will excite the various modes differ
ently, and only if the resulting acoustic modes are of negligible 
amplitude relative to the unsteady pressure on the oscillating 
airfoil will periodic data be expected. Whether this effect is 
more or less significant than the previously mentioned effects 
due to flow field nonuniformities is unknown. 

Effect of Relative Position of Oscillating A irfoil. To inves
tigate the effect of the oscillating airfoil relative position on 
the reference airfoil unsteady pressure distribution, first har
monic pressure influence coefficient data are presented for the 
five relative positions of the oscillating airfoil. For 0.40 reduced 
frequency, the influence coefficients C"p are presented for the 
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airfoil lower surface in Fig. 6. In the accompanying schematic, 
each symbol corresponds to the effect of oscillation of the 
indicated airfoil on the reference instrumented airfoil. 

For the lower surface data, the self-induced unsteady pres
sures I C°p I are dominant, attaining a maximum near the lead
ing edge, then tending toward zero at the trailing edge. The 
unsteady pressure magnitude distribution due to airfoil - 1 
oscillations, the airfoil adjacent to the reference airfoil lower 
surface, also peaks near the leading edge. As expected, airfoil 
1 oscillations cause smaller amplitudes along the forward half 
of the reference airfoil lower surface, but, unexpectedly, 
I Cl

p I is slightly larger than IC~' I along the aft half. The n = 2 
and n= - 2 magnitudes are quite small, illustrating the ex
pected decrease in unsteady pressure magnitude with distance 
from the oscillating airfoil. 

Lower surface phase angle data are strong functions of the 
oscillating airfoil position but, for any one value of n, change 
little with chordwise position. The « = 0 phase changes from 
a small phase lag at 12 percent of chord to a small phase lead 
at 60 and 75 percent of chord. For «= - 1 and n= - 2 , the 
phase data are roughly out-of-phase, while the n = 1 and n = 2 
phases are closer to being in-phase with the airfoil motion. 

For the airfoil upper surface, Fig. 7, the self-induced un
steady pressures are dominant over the first 50 percent of 
chord. The other unsteady pressures are generally small. De
creasing values of \C"P\ with distance from the oscillating air
foil are apparent when n = 1 and n = 2, but when the airfoils 
upstream of the instrumented airfoil, n = - 1 and n = - 2, are 
oscillating, values of \Cp2\, although small, are larger than 
\Cp M in the midchord region. The « = 0 unsteady pressure 
fluctuations are approximately out-of-phase relative to the air
foil motion while airfoil 1 oscillations result in in-phase un
steady pressures. The rest of the unsteady pressures tend to 
lag the motion by varying amounts. 

Effect of Reduced Frequency. To clarify the effect of re
duced frequency, the unsteady pressure influence coefficients 

Z 

LU 
o o 
UJ o z 

= > 
CO 
CO 
LU 

cr 
> 
Q < 
LU 
H 
CO 

3 2-

T SURFACE 
1 LOWER UPPER 

O D 
® • 

k 

0.40 

0.90 

L|NSTHUMENTED AIRFOIL 

m 
Q 

• 
O 

50 100 
% AIRFOIL CHORD 

180-

? 9 0 -

-90-

-180-

§ 5 50 O 
I 

100 
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C"p are presented individually for each value of n for two 
reduced frequencies, k = 0.40 and £ = 0.90. Starting with the 
oscillating airfoil unsteady pressure coefficient distribution, 
Fig. 8, the larger amplitudes generally occur at the larger re
duced frequency except near the leading edge on the upper 
surface. For A: = 0.90, the lower surface amplitudes at a given 
chordwise location are larger than those for the upper surface. 
In contrast, for £ = 0.40, the amplitudes for the two surfaces 
tend to be equal. Reduced frequency affects the phase distri
bution on the upper surface somewhat but does not affect the 
lower surface phase. 

Unsteady pressures resulting from oscillation of the airfoil 
in relative position 1 are shown in Fig. 9. A schematic of the 
cascade as it was configured to obtain these data is also shown; 
the solid lines above and below the cascade airfoils designate 
the wind tunnel walls. The unsteady pressure magnitudes at 
either reduced frequency are nearly constant with chordwise 
position and equal for each of the two surfaces. The magnitude 
increases with reduced frequency, £ = 0.90 having nearly twice 
the magnitude of £ = 0.40. For either value of reduced fre
quency, the phases of the upper and lower surface unsteady 
pressure are about the same along the aft half of the airfoil. 
Forward of there, the phase distributions diverge with the lower 
surface lagging the upper surface. The lower surface phase 
variation is roughly linear. 

Similar trends occur for C2
P, Fig. 10. For either value of £, 

the unsteady pressure magnitude distributions vary little with 
chordwise position and are nearly equal for the two surfaces. 
The higher reduced frequency data have significantly larger 
magnitudes. For either value of k, the phase distributions are 
nearly equal beyond the midchord but diverge over the forward 
half of the airfoil, with the lower surface lagging the upper 
surface. The lower surface phases vary in approximately a 
linear manner. 

That the magnitudes of C"p in Figs. 9 and 10 are constant 
with chordwise position and equal for the two airfoil surfaces 
suggests that these unsteady pressure distributions are mainly 
due to planar (mode (0, 0)) acoustic waves. Under ideal con-
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Fig. 10 Effect of reduced frequency on unsteady pressure influence 
coefficient, oscillating airfoil in relative position 2 

ditions, such as an acoustic wave propagating upstream past 
a flat plate aligned with a uniform mean flow, the amplitude 
of the resulting unsteady pressure on the flat plate would be 
constant and the phase would vary linearly with chordwise 
position and have a positive slope. The lower surface phase 
data approximate this condition, having a fairly linear phase 
change with chord and positive slope. 

There are other characteristics of these data that are con
sistent with an upstream-traveling acoustic wave. Near the 
trailing edge, the lower and upper surface phases are equal. 
The phase distributions for the two surfaces remain approx
imately equal over the aft half of the airfoil, where steady 
pressure distributions (and hence Mach number distributions) 
for the two surfaces are nearly equal. The phase distributions 
diverge along the airfoil forward half, with the lower surface 
having larger positive slope, indicating a larger upstream prop
agation velocity along the lower surface; this is expected be
cause the mean flow velocities are smaller on the lower surface 
than the upper surface. But the negative slope of the phase 
distribution found on the upper surface near the leading edge 
is inconsistent with an upstream-traveling wave. On the whole, 
however, the upstream-traveling acoustic waves dominate the 
Cp and CP distributions. 

The k = 0.90 data from Figs. 9 and 10 are cross-plotted in 
Fig. 11 to show that, for the same value of A:, \CP\ - \Cl

p\. 
This is clearly a wind tunnel effect; without the wind tunnel 
walls to reflect acoustic waves, \C2

P\ would surely be less than 
I C\ I as a result of the increased distance from the source of 
the unsteadiness. For the phase data, dashed lines are included 
to indicate the theoretical phase variation due to an upstream-
traveling acoustic wave, which is assumed to have the same 
phase as the 88 percent of chord, lower surface data for n = 1. 
The theory is in good agreement with the phase data on the 
lower surface for both n = 1 and n = 2. 

The main effect of oscillating the airfoil in relative position 
- 1 is a peak in the unsteady pressure magnitude near the 
leading edge on the adjacent, lower surface of the instrumented 
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airfoil, Fig. 12. Upper surface magnitudes are very small except 
near the leading edge. Contrary to the trend for n > 0 of larger 
magnitudes for higher reduced frequencies, the magnitudes on 
the lower surface are slightly larger for the lower reduced 
frequency. Phase distributions for the upper surface are quite 
similar for the two reduced frequencies, both with the phase 
at 12 percent of chord leading the phase at 88 percent of chord 
by about 150 deg and having reasonably linear variation with 
chordwise position. There are large differences due to reduced 
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frequency in the phase distributions on the lower surface: The 
£ = 0.40 data remain constant with chord while the £ = 0.90 
data vary greatly with position. There is no clear evidence of 
a downstream-traveling planar acoustic wave in the data. 
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coefficients, A = 0.90, /3 = 0 deg 

Figure 13 presents Cp 2. The larger magnitude data occur 
at the higher reduced frequency. A more significant finding is 
that the unsteady pressure magnitudes are larger on the airfoil 
upper surface. Referring to the accompanying cascade sche
matic, it is seen that the instrumented airfoil upper surface is 
adjacent to a wind tunnel wall. Pressure waves that were re
flected off the wind tunnel wall toward the instrumented airfoil 
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upper surface probably caused the larger pressures there. The 
phase distributions generally change little with position and 
are approximately out-of-phase. As in the Cp ' data, a down
stream-traveling acoustic wave is not apparent. 

Summation of Influence Coefficients. Summation of the 
experimentally determined influence coefficients to determine 
the unsteady pressure difference coefficient ACP is depicted in 
Figs. 14 and 15 for the limit of summation in Eq. (1), N, 
varying from 0 to 2 and k = 0.90. Thus N=0 corresponds to 
the self-induced unsteady aerodynamic response. For both val

ues of the interblade phase angle, 0 and 180 deg, the AQ, series 
is rapidly convergent. Only the oscillations of the reference 
airfoil and its two immediate neighbors have a significant effect 
on the resulting dynamic pressure difference coefficients. 

In contrast, the series for the unsteady pressure coefficient 
Cp is not necessarily convergent. For example, Figs. 16 and 17 
demonstrate summation of the lower surface pressure coef
ficients for the same conditions as Figs. 14 and 15, respectively. 
In both of these cases, the series are not convergent over the 
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range for which data are available: the phase is rapidly varying 
with TV for /3 = 0 deg while the magnitude is not converging for 
|8= 180 deg. This is mainly due to the relatively large magni
tudes of Cp, which do not diminish for increasing positive 
values of n. That the series for the unsteady pressure difference 
coefficient is convergent despite this is because the pressures 
on the two surfaces largely cancel when the pressure difference 
is taken. This is evident from the data in Figs. 9 and 10, where 
the complex individual surface values of C"p are approximately 
equal for n = 1 or n = 2 so that A C\ and A C^are quite small. 

Since the amplitudes of CJ, and Cp increase with reduced 
frequency, lowering the reduced frequency, should result in a 
Cp series with better convergence properties. This effect is 
shown in Figs. 18 and 19, where a reduction in k to 0.20 while 
keeping the same Mach number and interblade phase angle 
results in good convergence for the airfoil lower surface un
steady pressure coefficient. 

Correlation of Data. Unsteady pressure difference coef
ficients obtained via summation of the experimental influence 
coefficient are correlated with experimental data obtained when 
all the airfoils were oscillating simultaneously with a constant 
interblade phase angle in Figs. 20-25. The reduced frequency 
is 0.64 and the interblade phase angles range from - 90 to 180 
deg. Summation of the experimental influence coefficient data 
makes use of all of the available experimental data, that is, 
N= 2 in Eq. (1). These data are correlated with the predictions 
of a computer program published by Whitehead (1987), which 
is based on the analysis of Smith (1972). The assumptions of 
inviscid, isentropic, subsonic flow through an infinite cascade 
of flat plate airfoils are made. The analysis also assumes that 
the airfoils are at zero mean incidence, and that the airfoil 
oscillations create small unsteady disturbances to the uniform 
mean flow. Predictions obtained from Smith's analysis via the 
influence coefficient technique are also presented for N= 2. 

As mentioned in the introduction, the wind tunnel walls 
have been found to affect some experiments adversely in which 
all of the airfoils were oscillating simultaneously (Buffum and 
Fleeter, 1993a). For the interblade phase angle values 0, 45, 
90, and 180 deg, the cascade dynamic periodicity was found 
to be poor; thus the unsteady pressures obtained at these con
ditions are not reliable and will not be used for correlation 
purposes. 

As shown in Figs. 20-25, the experimental influence coef
ficient results and the analytical predictions are generally in 
good agreement. In addition, where reliable experimental data 
exist for traveling-wave mode oscillation of the airfoils, /3= — 45 
deg and /3 = - 90 deg, these data are in good agreement with 
the experimental influence coefficient results and the analytical 
predictions. The only significant differences occur at /3 = 90 
deg, Fig. 23, where the analytical predictions for the magnitude 
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0.64, 

are offset to larger values than the experimental influence 
coefficient results. In general, the analyses tend to predict 
slightly larger magnitudes than the experimental influence 
coefficient results. For values of /3 ranging from 0 to 90 deg, 
the analytical phase predictions tend to lead the experimental 
influence coefficient results by a small amount. That the in
finite and finite cascade analysis predictions are in good agree
ment indicates that a linear experimental facility with a limited 
number of airfoils can successfully be used to model an infinite 
cascade. 

Summary and Conclusion 
The unsteady aerodynamic influence coefficient technique 

has been investigated in a linear cascade for torsional airfoil 
oscillations at reduced frequencies up to 0.90 with 0.55 inlet 
Mach number. Steady and unsteady airfoil surface pressure 
distributions were measured, the latter using flush-mounted 
miniature pressure transducers. Discrete Fourier analysis tech
niques were used to analyze the unsteady pressure data. Be
havior of the unsteady pressure influence coefficients was 
examined in detail as were the convergence characteristics of 
the influence coefficient series. Predictions obtained from sum
mation of the experimentally determined influence coefficients 
were compared with experimental data obtained with all the 
airfoils oscillating simultaneously and the predictions of lin
earized unsteady aerodynamic analyses. 

If was found that constraints introduced by the wind tunnel 
had detrimental effects on the experimental results. First, the 
self-induced unsteady pressure distributions were found to vary 
with the location of the oscillating airfoil due to excitation of 
undesirable wind tunnel acoustic modes. Second, a relatively 
minor effect was found when the instrumented airfoil was 
located adjacent to the upper wind tunnel wall. In that case, 
reflection of pressure disturbances off the wall onto the ad
jacent airfoil surface caused small but undesirable effects. 
Third, relatively large unsteady pressures were found on the 
airfoils upstream of the oscillating airfoil. These were shown 
to result from excitation of a plane wave acoustic mode of the 
wind tunnel. This effect increased with increasing reduced fre-
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Fig. 25 Unsteady pressure difference coefficient distribution, k = 0.64, 
0 = 180 deg 

quency and caused the influence coefficient series for Cp to be 
nonconvergent at the largest reduced frequency. However, the 
ACP series was convergent due to cancellation effects. 

Undesirable effects aside, the predicted unsteady pressure 
difference coefficients obtained by the experimental influence 
coefficient technique are in good agreement with experimental 
data for all airfoils oscillating and linearized analysis predic
tions. This agreement is an indication that the experimentally 
determined values of ACP are valid. But this is due, in part, 
to the cancellation of the unsteady pressures due to the plane 
acoustic waves that occurred when ACP was calculated. Pre
sumably, if the airfoils were highly loaded, differences between 
the lower and upper surface mean flow gradients might distort 
the waves to the extent that cancellation would be greatly 
reduced, and the plane wave mode of the wind tunnel would 
render even ACP results invalid. 

As it stands, the unsteady aerodynamic influence technique 
is of limited usefulness in this linear cascade. To reduce the 
effects of the wind tunnel walls, an effort is currently under 
way to replace the solid walls with porous walls designed to 
absorb incident acoustic waves using technology developed to 
reduce aircraft gas turbine engine noise (Groeneweg and Rice, 
1987). 
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Shroud Heat Transfer 
Measurements From a 
Rotating Cavity With an Axial 
Throughflow of Air 
The paper discusses measurements of heat transfer obtained from the inside surface 
of the peripheral shroud. The experiments were carried out on a rotating cavity, 
comprising two 0.985-m-dia disks, separated by an axial gap ofO. 065 m and bounded 
at the circumference by a carbon fiber shroud. Tests were conducted with a heated 
shroud and either unheated or heated disks. When heated, the disks had the same 
temperature level and surface temperature distribution. Two different temperature 
distributions were tested; the surface temperature either increased, or decreased with 
radius. The effects of disk, shroud, and air temperature levels were also studied. 
Tests were carried out for the range of axial throughflow rates and speeds: 
0.0025 <m<0.2 kg/s and 12.5 < fi < 125 rad/s, respectively. Measurements were also 
made of the temperature of the air inside the cavity. The shroud Nusselt numbers 
are found to depend on a Grashof number, which is defined using the centripetal 
acceleration. Providing the correct reference temperature is used, the measured 
Nusselt numbers also show similarity to those predicted by an established correlation 
for a horizontal plate in air. The heat transfer from the shroud is only weakly 
affected by the disk surface temperature distribution and temperature level. The 
heat transfer from the shroud appears to be affected by the Rossby number. A 
significant enhancement to the rotationally induced free convection occurs in the 
regions 2<Ro<4 and Ro>20. The first of these corresponds to a region where 
vortex breakdown has been observed. In the second region, the Rossby number may 
be sufficiently large for the central throughflow to affect the shroud heat transfer 
directly. Heating the shroud does not appear to affect the heat transfer from the 
disks significantly. 

1 Introduction 
In some gas-turbine high-pressure compressors, there is an 

axial throughflow of turbine cooling air, which is passed be
tween the bores of adjacent compressor disks. Some of this 
flow enters the cavities formed between adjacent disks, and a 
parasitic temperature rise occurs as a result of convective heat 
transfer. The engine designer obviously needs to know the 
temperature of this turbine cooling air and so needs to estimate 
the heat transfer that occurs in the compressor cavities. The 
designer must also know the heat transfer in order to predict 
the surface temperatures, stress, and thermal growth of the 
compressor drum structure. 

A typical cavity comprises two disks and a peripheral shroud. 
The flow structure and disk heat transfer for the case when 
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Turbine Institute February 4, 1992. Paper No. 92-GT-69. Associate Technical 
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only the disks are heated has been studied by Farthing et al. 
(1992a, b). They found that rotationally induced buoyancy 
forces caused the flow to enter the cavity. The heat transfer 
from the disks was correlated and found to depend on both 
the Reynolds number of the axial throughflow, Re,, and the 
Grashof number, Gr. One particularly significant finding was 
that the appropriate characteristic length for the Nusselt and 
Grashof numbers was the distance measured radially inward 
from the shroud, implying that the boundary layer flow is in 
this direction. Another finding was that the Nusselt numbers 
appeared to correlate with the Grashof number raised to the 
1/4 power; implying that the heat transfer was in the laminar 
regime. 

The effect of heating the peripheral shroud was not, how
ever, investigated by these authors. In a real engine, the shroud 
will generally be hotter than the disks and so contribute to the 
total heat transfer in the cavity. 

In most of the work associated with heat transfer in rotating 
cavities, the relevant nondimensional parameters have been 
evaluated using the air inlet temperature, Th as the reference 
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temperature. It has often been acknowledged that this may be 
inappropriate but it has not been considered necessary to meas
ure the cavity air temperature, Tcm. This has mainly occurred 
for historical reasons; the relatively simple integral model used 
to predict heat transfer with superposed radial flows (Owen 
et al., 1985), was successfully developed by knowing Tf, Tcav 
could then be predicted. 

For a heated rotating cavity with an axial throughflow of 
cooling air, it is not possible to develop a simple integral model 
to predict the heat transfer from the disks unless Tcm is known 
explicitly. Knowing Tcm may also allow the heat transfer from 
the shroud to be predicted using an existing correlation for a 
horizontal plate, replacing gravitational acceleration with cen
tripetal acceleration. 

This paper discusses the results of experiments conducted 
to measure the heat transfer from the shroud and also the 
temperature of the air inside the cavity itself. A brief review 
of the flow structure in these cavities is given in Section 2, and 
the apparatus is described in Section 3. The temperature meas
urements are discussed in Section 4 and the heat transfer results 
are discussed in Section 5. 

2 Flow Structure 
The current understanding of the flow structure in a heated 

rotating cavity with an axial throughflow of cooling air is 
described by Farthing et al. (1992a). A brief description of 
their work will be given here to aid the discussion in this paper. 

The essential features of the flow structure are illustrated in 
Fig. 1. The cavity comprises two disks of outer radius, b, and 
a shroud of axial width, s. These rotate with an angular velocity 
of Q rad/s. A central throughflow of cooling air enters the 
cavity axially, via a hole of radius a, in the upstream disk. The 
flow leaves the cavity via an identical hole in the downstream 
disk and the bulk average axial velocity of the central through-
flow is W. When the disks and shroud are at the same tem
perature as the incoming air (7^ = Tsh = 7)), the flow structure 
is as shown in Fig. 1(a). In this case, the central jet passing 
through the cavity (the throughflow) generates a toroidal vor
tex. In the absence of vortex breakdown, the flow is two di
mensional and there is virtually no penetration of the 

Nomenclature 

a = inner radius of cavity 
A = acceleration 
b = outer radius of cavity 

C0 = constant 
Cp = specific heat capacity 

g = acceleration due to earth's gravity 
G = s/b = cavity gap ratio 

Gr = Al2l3AT/u2 = Grashof number 
H= NUs/,i(71/GrjA25 = laminar free convection parameter 

k = thermal conductivity 
/ = characteristic length 

m = coolant mass flow rate 
n = constant 

~Nu = ql/ATk = Nusselt number 
p = pressure 

Pr = \iCp/k = Prandtl number 
q = heat flux 
r = radial coordinate 

Rez = 2aW/i> = axial Reynolds number 
Re ,̂ = Qb2/v = rotational Reynolds number 
Ro = W/Qa = Rossby number 

s = axial gap between the disks 
T = temperature 
u = radial velocity 
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throughflow into the cavity itself. When the disks are heated, 
there is a dramatic change in the flow structure; it becomes 
three dimensional as a result of buoyancy forces induced by 
rotation. 

A schematic of the heated flow structure, given in the r-<j> 
plane as this best illustrates the relevant features, is shown in 
Fig. 1(b). In the region between the two disks, the heated flow 
structure comprises a radial arm, two regions of circulation 
and a dead zone. This entire flow structure rotates at an angular 
velocity, «, which varies'with the cavity gap ratio, G (G = 
s/b), Rossby number, Ro (Ro = W/Qa), and thermal con
ditions, typically 0.9<co/$3< 1. Fluid in the radial arm pene
trates the cavity, bifurcates in the vicinity of the shroud, and 
forms the two regions of circulation. The cyclonic region ro
tates in the same direction as the disks; the anticyclonic region, 
in the opposite direction. The regions of circulation do not 
merge but are separated by another region, referred to as the 
dead zone. Because the circulations rotate in opposite direc
tions, they are at different pressures; and just as their mete
orological equivalents, the cyclonic region has a lower pressure 
than the anticyclonic region. The consequence of this can be 
demonstrated by considering the linear tangential momentum 
equation in a rotating frame of reference. For steady, incom
pressible, and inviscid flow, this equation simplifies to: 

2Qu=-l/pr(dp/d<t>) (1) 
where u is the radial velocity. 

It is evident from inspection of Eq. (1) that there can only 
be a radial flow (in this case u) in the inviscid region between 
the disks if there is also a circumferential variation of pressure, 
which of course is provided by the two regions of circulation. 
Inspection of Fig. 1(b) also reveals that pressure decreases in 
the direction of rotation in the radial arm, dp/d</> < 0 and from 
Eq. (1) w>0 so radial outflow occurs. 

The way in which the flow penetrates the cavity itself is 
relatively well understood; the way in which the flow leaves 
the cavity is not so well understood. It is almost certain that 
boundary layers form on the disks; they start at the outer 
radius (r = b) and flow radially inward. The disk surface heat 
transfer measurements carried out by Farthing et al. (1992b) 
appear to confirm this. 

w = 
r/b = 

z = 
l/T = 
AT = 

e = 
M = 
v — 

P = 
0 = 
0) = 

0 = 

bulk average velocity at inlet to cavity 
nondimensional radial coordinate 
axial coordinate 
buoyancy parameter 
temperature difference 
temperature ratio 
dynamic viscosity 
kinematic viscosity 
density 
tangential coordinate 
circumferential average speed of the 
fluid in the cavity 
angular speed of the disks 

Subscripts and Superscripts 
av = denotes a radially weighted average 

cav = pertaining to conditions inside the cav
ity 

; = inlet value 
max = maximum value 
min = minimum value 

s = pertaining to the disk surface 
sh = pertaining to the shroud 

= denotes that Tcsv is used as a reference 
temperature 
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Fig. 1 Schematic diagrams ot flow structure in a rotating cavity with 
an axial throughflow. (a) Tsh = Ts - T, (r-z plane); (/>) Tsh and Ts > 7, (r-
<t> plane) 

Fluid has in fact been seen to flow radially inward on the 
disk surface adjacent to the dead zone, but it is still not known 
if this flow is confined to the disk surface under just the dead 
zone, or if it occurs over the entire disk surface. The radial 
inflow on the disk is assumed to be caused by rotationally 
induced buoyancy forces. A temperature difference between 
surface and adjacent air creates a density difference and in an 
analogous way to free convection from a stationary heated 
plate, a boundary layer flow occurs in accord with the density 
gradient. 

The description above of the heated flow structure is based 
on observations carried out with an unheated shroud. Farthing 
(1988) conducted some flow visualization tests on a cavity with 
a heated shroud. When only the shroud was heated (the disks 
remaining unheated), a similar flow structure to that shown 
in Fig. 1(b) was observed, except there were multiple radial 
arms and multiple dead zones. Heating the disks and the shroud 
did not appear to change this. To revert back to a single radial 
arm (associated with heat heated disk case) required the disk 
temperature to be approximately 40 °C greater than the shroud 
temperature. 

3 Apparatus 
The design of the rotating cavity rig and the methods used 

to analyze the data can be found from Farthing et al. (1992b). 
A schematic diagram of the experimental rig is shown in 

Fig. 2. Frame (a) shows a side-view of the rig and (b) an end-
view illustrating the shroud heater. The cavity has an outer 
radius of b = 0.4845 m and the disks are separated by an axial 
distance s = 0.065 m. The disks are heated by internal electrical 

Instrumentation mat -

Unheated steel disc .. 

Rohacell insulation -

Inslrumentation mat 

Heated steel disc 

Internal heater 

Shroud heater 

Rotameter Downstream 
disc 

Heat exchanger 

" A -

Downstream sliprings 

Axial throughflow 

Shroud 

-C^3-
Inlet pipe V Upsfream sJiprir gs 

From 
blower 

Inlet contaction 

(a) 

Shroud heater 

(b) 

Fig. 2 Schematic diagram of the rotating cavity rig: b = 0.4845 m, a 
= 0.045 m,and s = 0.065 m: (a) side view; (/>) end view 

heaters; there are five annular 5 kW heaters inside each disk. 
This allows the disk surface temperature distribution to be 
controlled by the operator. For the tests discussed this either 
increased with radius, which will be referred to as an increasing 
temperature distribution, or it was allowed to decrease with 
radius (a decreasing temperature distribution). The shroud is 
heated by an external heater comprising thirty 0.75 kW 
"Firebar" heater elements. The centerlines of the elements lie 
parallel to the axis of rotation of the cavity, their active lengths 
are roughly the width of the outer surface of the shroud, and 
the elements are located in a ring with a 15 mm radial clearance 
from the outer surface of the shroud. 

An axial throughflow of air is supplied to the cavity through 
a hole of radius a = 0.045 m in the upstream disk. The tem
perature of this air measured at the cavity inlet (1.65 m up
stream of the cavity) is T}. For the tests reported here, 7) was 
in the range 20 to 35°C. The air leaves the cavity via an identical 
hole in the downstream disk. The flow rate is measured by 
one of a number of devices (depending on the magnitude). For 
low flow rates (2 x 103 < Rez < 2 X 104 one of the two Rotameter 
flowmeters on the exit pipe is used. There is some leakage of 
air into the rig, mainly from the upstream slipring cooling air. 
Although the leakage flow is small, it is a significant fraction 
of the total flow at the lower flow rates. The rotameters are 
on the downstream side of the leaks and so will give an accurate 
reading of the flow rate entering the cavity. For higher flow 
rates (Rez>2x 104), where the leakage is considered not to be 
as significant, either a "one-inch" Annubar or the pressure 
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Fig. 3 Schematic diagram of the cavity air temperature probe 

drop across the inlet contraction itself is used to measure the 
flow. 

The surface temperature of the disks is measured using cop-
per-constantan thermocouples located in an instrumentation 
mat (see the inset of Fig. 2). There are 13 thermocouples on 
outside face of each disk: 23 on the inside face of the upstream 
disk and 18 on the inside face of the downstream disk. 

The shroud itself is a carbon fiber composite ring of 2.5 
mm radial thickness, 969 mm internal diameter (= 2b) and 127 
mm overall axial width. The shroud is located on the outer 
radius of the disks using a layer of silicone foam. Two RdF 
fluxmeters are installed on the shroud and their sensor elements 
are positioned at z = s/3 (measured from the downstream 
disk) and z = s/2. In addition to measuring the heat flux by 
a thermopile gage, each fluxmeter also contains a thermocou
ple. The calibration of these fluxmeters is discussed by Long 
(1991) and the interested reader is referred to that paper for 
further information. The overall accuracy of the fluxmeters is 
estimated to be within 10 W/m2; that of the thermocouples is 
0.2°C. 

The temperature of the air inside the cavity, TQm, is measured 
using the probe illustrated in Fig. 3. A 1-mm-dia stainless steel 
tube is located at z = s/2 and spans the inside of the cavity 
on a diameter. The tube carries three thermocouples positioned 
at nondimensional radial coordinates x(x = r/b) = 0.369,0.600, 
and 0.867. The innermost thermocouple (at x = 0.369) is 
located on one radius of the tube; the other two are located 
on the diametrically opposing radius. Each thermocouple is 
constructed from 0.1-mm-dia copper and constantan wires. 
The beads protrude from the surface of the tube by approx
imately 3 mm and are isolated from it using epoxy resin ad
hesive. These precautions ensure that the local air temperature, 
and not that of the tube, is being measured. Errors associated 
with conduction along the length of the tube are reduced by 
using PTFE studs to fix the temperature probe to the shroud. 
The thermal response time of the thermocouple beads can be 
estimated using the so-called lumped capacitance equation. 
Taking a value of heat transfer coefficient for cylinders and 
wires in crossflow (see Schlichting, 1979), shows that the bead 
will respond to 87 percent of an imposed temperature change 
in time, t = C0 V[l//-(fi-co)] seconds (where Co = 0.9 m1/2 

sU2). For most tests, this is approximately the time period of 
the flow relative to the disks. 

4 Temperature Measurements 
4.1 Disk and Shroud Temperature Distributions. Ex

amples of disk surface temperature distributions are shown in 
Fig. 4. The temperatures shown here were recorded from tests 
with Rez = 8x 104 and Re0 = 2 x 106, and with the shroud 
heated to approximately 110°C. Although obtained for this 
particular test condition, they illustrate typical features of the 
temperature distributions for all of the heat transfer tests. Each 
frame shows the variation of nondimensional temperature 8, 

1.0 

0.8 

0.6 

0.4 i 

0.2 

0.0 

1.0 

0.8 

0.6 

0.4 

0 .2 " 

0.0 

1.0 

0.8 

0.6 

0.4 

0.2 

0.0 
0.0 

(a) *"•• 

HB 

0.0 0.2 0.4 0.6 0.8 1.0 
X 

1.2 

(b) M m 
/ Np 

/a 
\ 

\ V 
^ 

-i ' i 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 

(c) 

0.2 0.4 0.6 0.8 1.0 1.2 

Fig. 4 Dimensionless surface temperature distributions for tests at Rê  
= 2 x 106andRe2 = 8 x 10" with the shroud heated to approximately 
100°C: (a) downstream disk: heated with a surface temperature distri
bution that increases with radius ( r s m „ = 114°C, 7", = 18°C); (b) down
stream disk: heated with a surface temperature distribution that 
decreases with radius (rs,max = 115°C, T, = 19°C); (c) upstream disk 
unhealed (Tsh = 108°C, T, = 19°C) 

6 = (Ts- Ti)/(TStmiw-T,), with nondimensional radiusx(x = r/ 
b). In frame (a), the results are shown for just the downstream 
disk, but both disks of the cavity are heated with an increasing 
temperature distribution (a symmetrically heated cavity). In 
frame (b) the results shown are for the downstream disk of a 
symmetrically heated cavity with a decreasing temperature dis
tribution. In frame (c), the disks are unheated, but as is also 
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the case in frames (a) and (b), the shroud is heated. The tem
perature of the shroud itself is indicated by the symbols at x 
= 1. These temperature distributions are chosen as they are 
typical of those found in real engines. For structural reasons 
the bore of the disk is usually more massive than the rim, and 
consequently has greater thermal inertia. Frame (a), the in
creasing surface temperature distribution, is characteristic of 
that following an acceleration of an engine. Conversely, frame 
(b), the decreasing temperature distribution, is similar to that 
found after an engine deceleration. 

For the increasing temperature distribution, the maximum 
surface temperature of 114°C (JHATmax = 0.32) occurs at x ~ 
0.85; for the decreasing temperature distribution, at x«0 .55 . 
Frictional heat conducted from the bearings and radiation from 
other parts of the cavity maintains the minimum disk tem
perature above the air entering the cavity (in this case 
/3ATmm = 0A4). So, in frame (c), where the discs are unheated, 
their surface temperature is also greater than that of the inlet 
air and for this case &AT = 0.06 

It is convenient here to draw the reader's attention to some 
terms that are used in this paper to describe the surface tem
peratures of the disks and shroud and also the air temperature. 
"Cold" is taken as ambient conditions: 20°C. "Warm" and 
"Hot" are taken to mean within the ranges 60 to 70°C and 
100 to 120°C, respectively. "Unheated" refers to a surface 
that is not heated directly, but as for the unheated disks shown 
in Fig. 4(c), indirectly through conduction and radiation. In 
most cases unheated disks were at 30-40°C. For future ref
erence, the buoyancy parameters corresponding to these dif
ferent conditions (/3ATmax) are tabulated below. The use of this 
buoyancy parameter is considered both appropriate and in
formative, since the flow itself is generated by buoyancy forces. 
In this table, /3 is evaluated at the air inlet temperature 7) and 
A^ax is based on the maximum disk or shroud surface to air 
inlet temperature difference. 

Table 1 
ditions 

Buoyancy parameters for the different thermal con-

Surface Air Buoyancy parameter 
Warm Cold 0.133</3Armax<0.167 
Hot Cold 0.267<(3Armaxs0.333 
Unheated Cold /3Armax<0.08 
Hot Warm 0.014</3A7max<0.163 

(4.2) Cavity Air Temperature Measurements. Tem
peratures were measured inside the cavity at three radial 
locations and for 2 x 105 < Re ,̂ < 8 x 105 and 2 x 103 < 
Re z <4x 104. Tests were conducted with an unheated shroud 
and heated disks and also for a heated shroud and unheated 
disks. Both disks had the same radial temperature distribution 
and two different temperature distributions were tested: the 
surface temperature either increased or decreased with radius. 

A typical set of measurements is shown in Fig. 5 where the 
results are from tests at Re0 = 4 x 105 and Re? = 2 x 104. 
Frame (a) shows the results for the increasing temperature 
distribution, (b) for the decreasing temperature distribution, 
and (c) for the unheated disks with a heated shroud. The 
symbols indicate the measured disk and shroud temperatures, 
and also the values of air temperature measured inside the 
cavity Tcav. The air inlet temperature 7} is included for ref
erence, and is shown by the dashed line. For the results shown 
in frame (c) the thermocouple at x = 0.6 failed and conse
quently this symbol is omitted from the graph. 

For the increasing temperature distribution, Fig. 5(a), the 
radially weighted average and maximum disk temperatures (Tav 

and rmax) are approximately 100 and 114°C, respectively. The 
shroud temperature Tsh = 45 °C and the air inlet temperature 
7} is 38°C. There is some radial variation of the temperature 
inside the cavity: from 80°C at the innermost location to 72°C 
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Fig. 5 Radial variation of disk surface and air temperatures for tests 
at Re# = 4 x 10s and Re2 = 2 x 10": (a) a disk surface temperature 
distribution that increases with radius and an unheated shroud; (b) a 
disk surface temperature distribution that decreases with radius and an 
unheated shroud; (c) unheated disks and a heated shroud; 

• disk surface 

• shroud 

• • • cavity inlet air, 7j 

— • — cavity air, rcav 

at the outermost near the shroud. But the most significant 
effect is the difference between Tcm and T;\ 30 to 40°C. 

The corresponding measurements when there is a decreasing 
surface temperature distribution on each disk are shown in 
Fig. 5(b). Compared with the increasing disk temperature dis
tribution, there is now a larger radial variation of air temper
ature inside the cavity. The air near the shroud is also 
significantly cooler than measured for the test with an increas-
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and a heated shroud, Re0 = 0.2, 0.4, and 0.8 x 106, respectively; 0cav = 
(Tsh - Tcm)l{Tsh- Tt); legend for frame (6): • : Ts increasing with radius; 
a: Ts decreasing with radius; o: unhealed disks and a heated shroud 

ing temperature distribution. When only the shroud is heated, 
rcav is still significantly greater than T,. 

This is shown in Fig. 5(c) for the same values of Rê , and 
Rez; when Tsh = 70°C and Tav = 32°C, the measured value 
of Tcm is approximately 45°C. Note that for this test the ro
tational speed is relatively low and there is little frictional heat 
conducted from the bearings, consequently the air inlet tem
perature is actually greater (by about 5°C) than the disk surface 
temperature. 

As seen in Figs. 5(a, b, c) the temperatures inside the cavity 
are strongly affected by the disk surface temperature distri
bution; the flow rate and rotational speed have less of an effect. 
This is summarized in Fig. 6, which shows the variation of 
nondimensional cavity air temperature, 0cav, with both rota
tional Reynolds number and axial Reynolds number. Note that 
#cav = (Ts-Tcav)/{TS- Tj); for heated disks, Ts = Tm and for 
a heated shroud Ts = Tsh. The cavity air temperature meas
urement is taken from the outermost thermocouple bead, since 
this will be the air temperature outside the shroud boundary 
layer. The tests were conducted at three different axial Reyn
olds numbers Re2 = 0.2, 2, and 4x 104, and three different 
values of Re0 (Re0 = 0.2, 0.4, and 0.8 x 106); these and the 
different disk surface temperature distributions are indicated 
on the graph. There does not appear to be any systematic 
variation of 0cav with Rez and Re^. Also as shown in Fig. 6(b), 
there does not appear to be any systematic variation of the 
temperature parameter with the Rossby number Ro (Ro = 

0.98 1 

ovn 
0.96 
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0.92 
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10 

Fig. 7 Variation of tangential velocity ratio, w/fi, with Rossby number, 
Ro. Tests conducted with an unhealed shroud and heated disks having 
a surface temperature distribution that increases with radius, m: meas
urements from the temperature probe; LDA results from Farthing et al. 
(1992a): 
« Re,. = 0.4 x 106 

oRe0 

AReA 

0.6 x 106 

0.8 x 106 

W/Q,a = 0.5(b/a) Rej/Re0). It is possible that more experi
mental data would reveal the dependence of the cavity air 
temperature on Rez and Re0. But for the range of Re2 and Re0 
considered, the cavity air temperature is found to depend pri
marily on the disk surface temperature distribution. Since 0cav 
must also depend on the fraction of the central throughflow 
that actually penetrates the cavity, this too will be significantly 
affected by the surface temperature distribution. 

The cavity temperatures discussed above were obtained from 
signals averaged over a number of rotations of the cavity. It 
is also possible to measure the circumferential variation of 
temperature in the cavity: recording the signals using a chart 
recorder. As noted in Section 3, the thermocouple bead re
sponse time is of the order of the period of the flow inside the 
cavity relative to the disks. 

Noting this, it was found that the three thermocouples re
corded similar values of the circumferential variation of cavity 
air temperature. This was usually in the range 5 to 10°C, which 
is considered to be sufficiently small to justify use of the cir-
cumferentially averaged value. It is also worth noting that the 
magnitude is reduced when the disks have a temperature dis
tribution that decreases with radius. When only the shroud is 
heated, and there are multiple radial arms (Farthing, 1988), 
the thermocouple beads are not expected to have a sufficiently 
rapid response time. So it was not possible to obtain accurate 
measurements of the circumferential variation of air temper
ature inside the cavity for this case. 

Measurements of the circumferential variation of air tem
perature taken on the chart recorder were also used to estimate 
the relative rotation of the fluid in the cavity. The results of 
these tests are shown in Fig. 7 as the variation of the ratio of 
fluid to disk velocities, oi/Q, against the Rossby number, Ro. 
The tests were conducted with an unheated shroud and disk 
temperature distributions that increased with radius on both 
disks. Considering the simple method used to obtain these 
measurements, the results are in reasonable agreement with 
the LDA measurements of Farthing et al. (1992a) with G = 
0.24. As reported by those authors, at a given value of Ro the 
effect of increasing the gap ratio is to reduce the value of 
oo/Q. Where the current measurements are above those ob
tained from LDA, the difference is consistent with the differ-
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< R e ^ < 2 x 106. Tests were also carried out for two different 
values of buoyancy parameter; J3AT—0.13 and /3A!T=0.3, 
where AT= Tsh-Tj and /3 = \/T,: The inlet temperature T, is 
also used as the reference temperature in the definition of the 
Grashof and Nusselt numbers. In this and subsequent figures, 
the Nusselt number for the shroud, Nu^, and the Grashof 
number, Gvsh, are defined using the ratio of shroud-area to 
perimeter for the characteristic length, /. This choice of char
acteristic length for free convection from horizontal surfaces 
is recommended-by Goldstein et al. (1973) and so / = s/2. The 
centripetal acceleration, Q2b, also replaces the gravitational 
acceleration, g, in the conventional Grashof number. The two 
shroud fluxmeters give similar results. But at the lower flow 
rate and for Grs;,> 0.01 x 109, the results from the fluxmeter 
adjacent to the downstream disk (z = s/3) are below those on 
the shroud centerline. This difference is also greatest at the 
lower value of /SATand so is consistent with the effect of using 
T; rather than 7cav as the air reference temperature. The dif
ference in the two measurements on the shroud could also be 
consistent with an axial variation of the local Nusselt numbers, 
i.e., they occur as a result of a developing thermal boundary 
layer on the shroud. There is currently insufficient data to 
make this a firm conclusion, and so in subsequent graphs, the 
average of the two fluxmeter readings is used (denoted by the 
subscript "av") . 

Figure 9 shows the variation of the average shroud Nusselt 
number Nu^?ov with Grashof number, Gvsh. These results were 
obtained for unheated disks and for a constant flow rate of 
Rez = 8 x 104; the different symbols indicate the various ther
mal conditions imposed on the shroud and incoming air. In 
Fig. 9(a), the two parameters use in their definition the tem
perature difference AT= Tsh- Th In Fig. 9(b), the estimated 
cavity air temperature is used and AT"* = Tsh-TcaN, where 
Tcav is the local air temperature adjacent to the shroud. These 
cavity-air values are denoted by using the superscript '*', and 

Gr 3 h / 10 * 

Fig. 8 Measurements of shroud Nusselt number and variation with 
Grashof number for tests with unheated disks and a heated shroud: (a) 
Re2 = 0.2 x 10"; (b) Rez = 8 x 10": 
©measurements at z = s/2 and with /SAT = 0.13 

Nu„ ') ^ **sh.av' "c; 

• measurements at z : 

D measurements at z •• 

a measurements at z •• 

s/3 and with &AT = 0.13 

s/2 and with |3AI = 0.3 

s/3 and with /3AT = 0.3 

ence in gap ratios. It is of some interest to note that the LDA 
measurements show a decrease in the ratio co/fl at a Rossby 
number of 2. Flow visualization tests have revealed that vortex 
breakdown occurs at R o « 2 and the decrease in measured 
values of co/fi may occur as a result of this. 

5 Heat Transfer Measurements 
To avoid disturbing the flow structure and therefore dis

turbing the heat transfer measurements from the shroud, heat 
transfer tests were not conducted at the same time as meas
urements of the cavity air temperature. In the heat transfer 
tests the air inlet temperature was kept constant at approxi
mately 20°C. As mentioned in Section 3, two fluxmeters were 
installed in the shroud: one on the shroud centerline (z = s/2) 
and the other adjacent to the downstream disk (z = s/3). The 
shroud temperature was also measured at these locations, and 
for all tests, the temperatures were equal to within ±3°C. 
Results from these two different fluxmeters are shown in Fig. 
8, for tests conducted out at constant axial Reynolds numbers 
of Rez = 0.2 x 104 and 8 x 104 in frames (a) and (6), respec
tively. The tests were conducted at a number of different ro
tational speeds corresponding to the range 2 x l 0 5 

and so 

i3Ar =/3Arecav, 

Gr,/, = Grs, 

(2) 

As illustrated in Fig. 6, the precise behavior of 0cav with Re,, 
and Re ,̂ is not yet established. Also, the measurements of heat 
transfer and cavity air temperature were not carried out for 
exactly the same range of flows and speeds. It is therefore 
considered appropriate, for the purpose of illustrating a point, 
to assume the following average values of 0cav: heated disks 
(temperature increasing with radius) 0cav = 0.43; heated disks 
(temperature decreasing with radius) 0cav = 0.70; unheated 
disks and a heated shroud 0cav = 0.75. 

Also shown on each figure are correlations for free con
vection from a horizontal surface, heated with a constant sur
face temperature, facing upward and in a gravitational field. 
These are as suggested by Gebhart et al. (1988) and in the 
current nomenclature are given by: 

Nuslhau = qs/[2(Tsl,-T,)k] 

= 2"-3n,C0Pr"Gr^ (3) 

As previously noted, the recommended characteristic length 
scale is the ratio of the shroud area to perimeter, i.e., s/2. For 
the laminar regime, 2.2x 104<Gr j APr<8x 106, Co = 0.54, and 
n = 1/4; for the turbulent regime, 8 x 106<GrsAPr< 1.6 x 109, 
Co = 0.15, andn = 1/3. 

Inspection of Fig. 9(a) shows that the measured values of 
Nu,/,<a„ are either in relatively good agreement with Eq. (3) or 
they lie below it; the difference depends on the air inlet tem
perature. For tests where the incoming air is "warm" and the 
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Fig. 9 Variation of shroud average Nusselt number with Grashof num
ber for tests with unhealed disks and a heated shroud at Re2 = 8 x 
10": (a) using air inlet temperature, T}; for the reference temperature; (b) 
using cavity temperature, Tc„, for the reference temperature: 

• hot shroud, warm air 

• warm shroud, cold air 

H hot shroud, cold air 

— Eq. (3), laminar n = 1/4 

Eq. (3), turbulent n = 1/3 

disks are unheated, only the shroud transfers heat to the sur
rounding air. Therefore Tcsw and 7} are expected to be similar, 
as can be seen from Fig. 9(a) the Nusselt numbers lie close to 
either of the horizontal plate correlations. 

When the incoming air is "cold" it is below the disk tem
perature (see Table 1), and heat transfer from the disks and 
shroud both contribute to increase the air temperature inside 
the cavity. The air near the shroud is warmer than at the inlet 
to the cavity; as a consequence this reduces the apparent value 
of Nu,/,ia„. It is not possible to comment on the occurrence of 
transition from laminar to turbulent free convection for the 
shroud, because the range of GrsA tested is not large enough, 
and the curves for the two horizontal plate correlations are 
similar. 

The data also lie in the expected transition range of Grs/,. 
As shown in Fig. 9(b), when these values are defined using 
7"cav, then the results are in much better agreement with the 
horizontal plate correlations. Again, it is not possible to com
ment whether they are in better agreement with the laminar 
or turbulent correlation as there are insufficient data points; 
and over the range of Grashof numbers tested the two cor
relations give fairly similar results. 
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Fig. 10 Variation of shroud average Nusselt number with Grashof num
ber for tests with heated disks having a surface temperature distribution 
that decreases with radius and a heated shroud at Rez = 8 x 10": (a) 
using air inlet temperature, Th for the reference temperature; (b) using 
cavity temperature, 7"oav, for the reference temperature: 

a experimental results 

— Eq. (3), laminar n = 1/4 

Eq. (3), turbulent n = 1/3 

Figures 10 and 11 show the corresponding results for the 
case of when the disks are also heated. In Fig. 10, the disks 
have a temperature distribution that decreases with radius; in 
Fig. 11 the temperature distribution increases with radius. These 
tests were conducted at Rej, = 8x 104 and for the range of 
rotational Reynolds numbers 2 x 105 < Re0 < 2 x 106. At a given 
value of Re^, tests were carried out with a constant air inlet 
temperature of 20°C and with different shroud and disk tem
peratures: Tsh = 60 and 7i,max = 100°C; Tsh = 100 and 7s,max 
= 60°C and Tsh = 100 and 7;,max 100°C. The data points are 
clustered into groups of three, indicating the results from tests 
carried out at constant Rê , but with these different shroud 
and disk temperatures. The scatter in the Nusselt numbers 
within each cluster is consistent with the effect expected from 
imposing the different shroud and disc temperatures. Com
paring these (Figs. 10 and 11) figures with Fig. 9 clearly shows 
that heating the disks above the air inlet temperature reduces 
the value of Nu^,„„. However, using the cavity air temperature 
can eliminate this reduction. Note that the assumed values of 
0cav are based on measurements taken with an unheated shroud, 
and disks heated to a maximum surface temperature of 100°C. 
Heating the shroud will certainly decrease 0cav below that used 
to obtain these results. For the decreasing temperature distri
bution the contribution to the total (disks and shroud) cavity 
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heat transfer is less than the increasing temperature distribution 
(see Farthing et al., 1992b), so the decrease in 0cav will be even 
greater. 

The effect of the Rossby number on the heat transfer from 
the shroud is shown in Fig. 12. The results shown here were 
obtained from tests conducted in the range 2x l0 3 

<Re2<16xl04 and 2x 105<Re^s2x 106. The laminar free 
convection parameter, H, is defined as Nushiav/Gr°j?5. A con
stant value of this parameter is consistent with the heat transfer 
being caused by laminar free convection. A significant increase 
is presumably an enhancement due to forced convection. For 
the tests with a heated shroud and unheated disks, Fig. 12(a) 
shows there is a significant increase in Hin the regions 2 < Ro < 4 
and Ro > 20. The first of these corresponds to a region where 
vortex breakdown has been observed. In the second region, 
the Rossby number may be sufficiently large for the central 
throughflow to directly affect the shroud heat transfer. This 
increase in His also seen in the same regions of Rossby number 
when the disks are heated: Fig. 12(b) for the decreasing tem
perature distribution and Fig. 12(c) for the temperature dis
tribution that increases with radius. 

The effect of heating the disks on the heat transfer from the 
shroud is also shown in Fig. 12. In general, the larger the 
numerical value of (7^max - Tsh) the smaller the value of Nu^™ 
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Fig. 12 Variation of free convection parameter, H(H = Nus/,,av,/Grsi,25), 
with Rossby number, Ro: (a) unheated disks and a heated shroud; (b) 
heated disks, decreasing temperature distribution, heated shroud; (c) 
heated discs increasing temperature distribution, heated shroud; legend 
for frames (b) and (c): 
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60 
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60 

(defined here using 7} and not Tcav). Since increasing this pa
rameter also affects the total (disks and shroud) heat transfer 
in the cavity it will also affect Tcm. As shown, when TStmax» Tsh, 
H can be negative and heat is actually transferred into the 
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shroud. Conversely, when (TSimm- Tsh) is negative, heat is al
ways transferred from the shroud. Although no measurements 
of Tcav were made for all these tests, it is expected that this 
apparent variation of Nush will vanish and the variation of 
NUj/, with Grj;, would then be consistent with the horizontal 
plate correlations. 

Although not explicitly reported on in this paper, measure
ments were also made of the heat transfer from the disk sur
faces. It is expected that these will be discussed along with 
other aspects of the work in a future paper. But it is considered 
appropriate to note here that heating the shroud does not 
appear significantly to affect the heat transfer from the disks. 

6 Conclusions 
Tests were carried out on a rotating cavity comprising two 

disks of radius b = 0.4845 m bounded at the circumference 
by a carbon fiber shroud. Experiments were conducted for the 
range of parameters:/3Ar<0.3; 2 x 103<Rez<16 x 104 and 
2 x lO5<Re0<2xlO6; the cavity gap ratio, G = s/b, and 
inlet radius ratio, a/b, remained constant (G = 0.13 and a/b 
- 0.1). Different thermal conditions were investigated: heated 
disks and shroud or unheated disks and a heated shroud. For 
heated disks, two different disk surface temperature distri
butions were tested: The temperature either increased or de
creased with increasing radius. 

Measurements were made of the air temperature inside the 
cavity by three thermocouple probes located on a diameter 
halfway between the two disks (at z = s/2). 

The shroud heat transfer was measured using two thermopile 
fluxmeters located on the inside surface of the peripheral shroud 
at z = s/2 and z = s/3. 

The temperatures inside the cavity are strongly affected by 
the disk surface temperature distribution. For the air adjacent 
to the shroud, there appears to be no systematic variation of 
nondimensional cavity air temperature, 0cav with Rez or Re^. 
There also does not appear to be any systematic variation of 
the temperature parameter with the Rossby number, Ro. 

The following average values of 0cav are taken as being rep
resentative: heated disks (temperature increasing with radius) 
#cav = 0.43; heated disks (temperature decreasing with radius) 
0cav = 0.70; unheated disks and a heated shroud 0cav = 0.75. 

For heated disks with an increasing surface temperature 
distribution, the three thermocouples recorded similar values 
of the circumferential variation of cavity air temperature. The 
circumferential variation is usually in the range 5 to 10°C, 
which is significantly less than the temperature difference be
tween cavity air and inlet air. The magnitude is reduced when 
the disks have a temperature distribution that decreases with 
radius. Accurate measurements were not obtained for the case 
of unheated disks and a heated shroud. 

The circumferential variations of air temperature were also 
used to estimate the tangential velocity of the fluid inside the 
cavity. Considering the simple method used to obtain these 
measurements, the results are in good agreement with previ
ously published LDA measurements. 

Although there are some differences, the two shroud flux-

meters give broadly similar results. The disk surface temper
ature distribution appears to have little affect on the shroud 
heat transfer, providing the cavity air temperature is used as 
a reference temperature to define the Nusselt and Grashof 
numbers. The shroud heat transfer is then in reasonable accord 
with an established correlation for free convection from a 
horizontal surface: NujA = 2(1~3") CjVGr"*. The recom
mended characteristic length scale is the ratio of the shroud 
area to perimeter, i.e., s/2. For the laminar regime C0 = 0.54 
and n = 1/4; for the turbulent regime C0 = 0.15 and n = 
1/3. It is not possible to comment on the occurrence of tran
sition from laminar to turbulent free convection for the shroud, 
because the range of Gvsh tested is not large enough, and the 
curves for the two horizontal plate correlations are similar. 
The data also lie in the expected transition range of Gish. 

There appears to be an effect of the Rossby number on the 
heat transfer from the shroud. A significant enhancement to 
the rotationally induced free convection occurs in the regions 
2<Ro<4 and Ro>20. The first of these corresponds to a 
region where vortex breakdown has been observed. In the 
second region, the Rossby number may be sufficiently large 
for the central throughflow to affect the shroud heat transfer 
directly. 

The disk temperature can appear to affect the shroud heat 
transfer; the larger the value of TSimm-Tsh, the smaller the 
value of Nus;,; attributed to using Tn rather than 7cav for the 
reference temperature. It is also noted that heating the shroud 
does not appear significantly to affect the heat transfer from 
the disks. 

The results presented in this paper for G = 0.13 suggest 
that an established correlation for free convection from hor
izontal surfaces can be used to predict the shroud heat transfer 
in a rotating cavity with an axial throughflow of cooling air. 
Further work with a larger gap ratio is currently being carried 
out to investigate the validity of this conclusion and it is hoped 
to report on this at a future date. 
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Measurement of Compressible 
Flow Pressure Losses 
in Wye-Junctions 
This paper considers the compressible flow pressure losses in sharp-cornered wye-
junctions with symmetric branches under dividing and combining flow conditions. 
Determination of the additional total pressure losses occurring in flow through 
several three-leg junctions, using dry air as the working fluid, has been made ex
perimentally. Results covering a wide speed range up to choking are presented for 
30, 60, and 90 deg wye-junctions. Separate flow visualization schlieren tests detected 
the presence of normal shock waves, located at up to one duct diameter downstream 
of the junction, and therefore confirmed the choking of the flow at the vena con-
tracta. The highest attainable Mach number (M3) of the averaged whole flow was 
0.9 for one of the dividing flow geometries and 0.65 for several of the combining 
flow cases. These values of Mi were the maximum possible and hence represent a 
limiting condition dictated by choking. In general, the compressible flow loss coef
ficients, caused by the presence of the wye-junctions, can be expected to be higher 
for dividing flows and lower for combining flows than would be the case for in
compressible flows because of the influence of Mach number, M3. 

Introduction 
The data currently available on total pressure losses resulting 

from dividing or combining of flows in wye-junctions are 
mainly confined to low-speed incompressible flows. The 
amount of information available relating to high-speed, com
pressible flows (M3 > 0.2) is restricted to few basic geometries 
such as the tee-junction and for a limited range of Mach num
bers. Recent developments in the design of internal air systems 
of large turbo-jet engines such as the Rolls-Royce RB211, 
require accurate data for the junction losses at high-speed 
flows, in order to allow the network losses to be determined 
confidently. Without these data, engine designers have had to 
rely on extrapolations based upon incompressible junction loss 
data. Rolls-Royce (1986) and Jeal (1988) state that up to 20 
percent of the total engine core mass air flow may pass into 
the internal air system for various purposes and some account 
of the overall total pressure losses (i.e., additional to those 
arising from simple skin friction in a straight duct) is of im
portance in determining the overall engine efficiency. 

Previous investigations of symmetric wye-junction losses 
have been carried out by Oki et al. (1951), Marchetti and 
Noseda (1960), Gardel and Rechsteiner (1970), and Ito and 
Imai (1973). Probably the most comprehensive and recognized 
data are those of Miller (1971, 1978) and the compilation of 
data by ESDU (1973). AH of these data relate to incompressible 
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flow losses only. No significant data on the additional total 
pressure losses could be found for compressible flow. 

The present investigation is part of an experimental program 
initiated by Rolls-Royce Pic, Derby. This paper deals primarily 
with the determination of the additional total pressure losses 
of dividing and combining flows in sharp-cornered wye-junc
tions over a wide range of subsonic Mach numbers. Compar
ison between measured results and other experimental data 
obtained by earlier researchers, for incompressible flow (M3 
< 0.2 and 105 < Re3 < 2 x 105) tests, are presented. The 
findings of separate flow visualization schlieren tests, used to 
detect the presence of normal shock waves and to indicate the 
extent of any separation regions at high-speed flows, are also 
included. Previous papers by the same authors, Abou-Haidar 
and Dixon (1988, 1992), reported the results of an experimen
tal, analytical, and flow visualization study of other junction 
geometries. A comprehensive summary of the complete re
search program is available from Abou-Haidar (1989). 

Flow Modeling 
The BIHARMCC code, developed by Johnson (1988), was 

used by the authors to model the flow at a tee-junction. In 
Figs. 1 and 2, the streamline patterns and velocity field of a 
two-dimensional flow model for one type of dividing flow 
geometry, q = 0.75, are shown. The code employs the stream 
function vorticity method but is suitable only for modeling 
two-dimensional, viscid, steady, incompressible flows. Up
stream of the junction the flow is assumed to be fully developed 
but downstream of the junction the flow is characterized by 
two large separation regions, which,are the main source of the 
additional total pressure losses. It is, of course, the momentum 
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Fig. 1 Streamline contours (or a dividing flow geometry at q = 0.75 

Fig. 2 Velocity field tor a dividing flow geometry at q = 0.75 

of the flow in the upstream duct that causes the fluid to separate 
as it enters the downstream branches, thus leaving behind two 
separated regions of lower "stagnation" pressure and recir
culating flows within them, as illustrated in Fig. 2. The size 
of these regions appears to be dependent on the 
geometry of the junction, sharpness of the duct intersections, 
mass flow ratio (q), and magnitude of M3. 

The total pressure losses in the flow through any junction 
are composed of frictional losses and "additional" losses. 
Whereas the former loss is usually considered to be uniformly 
distributed along each leg, the latter appears as a result of flow 
separation and mixing processes. The frictional losses, in the 
leg upstream of the junction, can be easily determined from 
the pressure gradient. In this paper the main causes of the 
additional total pressure losses are attributed to the effects of 
the contraction and following sudden expansion caused by the 
presence of the adjacent separation region. The flow mixing 
downstream of the junction must produce eddies and therefore 
a loss in total pressure. Additionally, in high-speed flow the 

c S
N 

C CONTROL VALVE 
FL ORIFICE PLATE 

FLOWMETER 
- - UNUSED SECTIONS 

Fig. 3 Test plant layout for dividing flows 

presence of secondary flow motion, shock waves, flow en-
trainment, and expulsion across the boundary of the separation 
region and skin friction stresses due to localized flow disturb
ances are likely to contribute to the additional losses. 

Test Plant and Instrumentation 
In Fig. 3, a simple schematic diagram of the test plant is 

depicted. Compressed air was supplied via the main pressure 
reducing valve (PRV) at about 0.8 MPa. The required test 
conditions were for steady dividing and combining flows of 
dry air up to 0.2 < M3 < 1.0 and Re3 > 2 x 10s and based 
on a duct diameter of 4.04 cm. As shown in Fig. 3, control 
valves in each section enabled any appropriate combination 
of flow geometries and mass flow ratios to be achieved. Spe
cially manufactured orifice plate flowmeters conforming to 
British Standard 1042 (1987) were used to measure the mass 
flow rate in each leg. Calibrated shielded thermocouple probes 
were installed within the test sections in order to measure the 
local air temperatures. Further details regarding the air supply 
equipment manufacture, etc., are available from Abou-Haidar 
(1989). 

The junctions examined were all circular in cross section, 
and covered a selection of straight-through duct with wye 
branches. The semi-angle between the main duct axis and the 
wye-branch ranged between 30 to 90 deg, in 30 deg increments, 
as shown in Fig. 3. All ducts were of equal diameter with 
coplanar axes and sharp intersections. A flow straightener 
followed by an area reducing duct well upstream of the junction 
ensured that the flow entering the test section was fairly uni
form. A straight length of 15D separated the reducer and the 
first pressure measurement point on each leg. The pressure 
drop along each test section was monitored at six different 
static pressure locations, evenly distributed along each leg up 

Nomenclature 

d 
D 

h 
K 

Kn = 

K23 = 

aspect ratio = d/D 
depth of branch 
pipe diameter or breadth of 
branch 
gravitational acceleration 
potential head 
additional overall total pressure 
loss coefficient 
additional total pressure loss 
coefficient between legs 1 and 3 
for combining flows 
additional total pressure loss 

coefficient between legs 2 and 3 
for combining flows 

Kn = additional total pressure loss 
coefficient between legs 3 and 1 
for dividing flows • 

A32 = additional total pressure loss 
coefficient between legs 3 and 2 
for dividing flows 

m = mass flow rate 
M = Mach number 
p = static pressure 
P = total pressure 
q = mass flow ratio = m\/m->, 

Re = Reynolds number 

V = average velocity 
Q = semi-angle between the main 

duct axis and the wye branch 
p = mass density of the fluid 

Subscripts 
e = extrapolated value of pressure 

at the geometric center of the 
junction 

L = referring to leg L (1, 2, or 3) 
1 = leg carrying the branch flow 
2 = leg carrying the branch flow 
3 = leg carrying the whole flow 
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Fig. 4 Instrumentation layout 

to 65 cm from the junction center. Each location measured 
the average static pressure by means of a piezometer ring con
nected to four evenly displaced pressure tappings around the 
duct. 

The instrumentation system used, shown schematically in 
Fig. 4, comprises of the following: a 48-port high-speed scani-
valve, a pressure transducer, an All3 analogue to digital de
vice, a compact (temperature) data logger, and an Apple II 
computer. The system enabled fast and accurate readings of 
the flowmeters and test sections to be made. Each test lasted 
for about one minute and was comprised of 30 different pres
sure and temperature measurements. A computer program 
controlled the sequence of operation of various testing equip
ment and performed the required calculations in order to re
duce the data to the required form. 

Test Results 
The "traditional" method used to evaluate the junction flow 

loss coefficients Kit and K32 for uniformly dividing steady flows 
(Fig. 2), is by the use of simple flow loss terms in the energy 
equation, namely: 

Incompressible Flow 
Pe1+(V3)' 
PS 2g 

+ /h 
Pel . (VlY 

and 

Pel ^ W 

Pg 2g 
+ /!3 = ~ + 

Pg 

Pg 2g 

Pei, (v2y 

+ h,+K} 
(ViY 

2g 

2g 
+ h2 + K-. 32 

2g 

(1) 

(2) 

Equations (1) and (2) refer to the additional losses caused by 
the presence of the junction only, i.e., no friction losses are 
included. The first term on both sides of the two previous 
equations is the static pressure head, the second term is the 
velocity head, and the third term is the potential head. The 
further terms on the right-hand sides are the losses due to the 
junction, K^ for the flow dividing into branch 1 and K32 for 
the flow dividing into branch 2.J3oth loss terms are based 
upon the approach bulk velocity V3. 

The third term (hL) on both sides of Eqs. (1) and (2) can be 
eliminated since the wye-junction layout is horizontal. Fur
thermore, multiplying both sides of Eqs. (1) and (2) by pg, 
simplifying, and solving for AT31 and K}2 gives: 

Pei-Pel 
* 3 1 = : 

~p(Vif 
(3) 

and 

LEG 3 Pe 

Pes 

p e3 - p e2 
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LEG 3 

- ^ —_ 

^ * L E G I 
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LEG 2 

LEG1 

UPSTREAM DOWNSTREAM 

Fig. 5 Extrapolated additional total pressure junction loss between 
legs 3 and 1 and legs 3 and 2 for a dividing flow geometry 

Kv> = 
Ppi — Pe: 

PiViY 
(4) 

Compressible Flow. PeLl which is determined from the 
knowledge of peL (for air) is given by: 

PeL=A,L(l+0.2Mi)3-5 (5) 
The dynamic pressure is defined as the difference between total 
(stagnation) and static pressure and hence is given as: 

\p(Vi)1 = P<a-Pel (6) 

Eliminating the term - p(F3)
2 from Eqs. (3) and (6) gives: 

and 

Kx 

Kv. 

Pel 

Pe, 

Pel-

-Pel 

-Pei 

-Pel 

(7) 

(8) 
Pel—Pel 

The overall loss coefficient K is defined as: 

K=qK3[ + (l-q)K32 (9) 

The extrapolated additional total pressure losses for one type 
of dividing flow geometry are sketched in Fig. 5. The same 
procedure as above is applied in order to determine the com
bining flow loss coefficients, Kl3 and K23. 

The results reported in this paper cover wye-junctions with 
6 = 30, 60, and 90 deg. The additional total pressure coef
ficients ^3! for dividing flow geometries and Kn for combining 
flow geometries are represented as functions of Mach number, 
M3, for mass flow ratios, q = 0, 0.25, 0.50, 0.75, and 1.0. 
Results for Ki2 and K2i were omitted since they are identical 
to Kn and Kn, respectively. The compressible flow results are 
presented in graphic form, as performance charts, in Figs. 6-
11. 

Discussion of Results 
Compressible Flow (M? > 0.2 and Re3 > 2 X 10s). The 

results for flows dividing into 30, 60, and 90 deg wye branches 
are shown in Figs. 6-8. The results show a fairly slow growth 
in Kix for the majority of the mass flow ratios considered. For 
6 = 30 and 60 deg, the increase in the loss coefficient #31 was 
more noticeable for values of Mach number higher than 0.6. 
The highest value of Mach number reached was 0.9 for 6 = 
30 deg at q = 0.50. The range of variation was appreciable. 
For 6 = 30, 60, and 90 deg at q =, 1 and M3 = 0.2, #31 = 
0.17, 0.57, and 1.36, respectively. The sharpest K}} increase 
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Fig. 7 Compressible flow loss coefficient K31 for dividing flow geometry 
6 = 60 deg (uncertainty in K31 = ±0.041, in M3 = ±0.012, in q = 0.025) 

Fig. 9 Compressible flow loss coefficient K13 for combining flow ge
ometry $ = 30 deg (uncertainty in K,3 = ±0.031, in M3 = ±0.012, in q 
= 0.025) 

of 20 percent occurred in the 90 deg wye-junction flow con
figuration at q ^ 0.75. For M3 = 0.2, the overall loss coef
ficient (K) results for 8 = 90 deg can be about 8 times higher 
in value than those for 8 = 30 deg at q = 1, i.e., K = K3[. 

The loss coefficient Ku results for flows combining from 
30, 60, and 90 deg wye-branches are shown in Figs. 9-11. 
While the decline in the loss coefficient was fairly slow over 
most of the range of Kn for 6 = 30 and 60 deg, it was more 
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0·2

significant for (} = 90 deg over the range of Mach number,
M3• The range of variation was noticeable. For (} = 30, 60,
and 90 deg at q = 1 and M3 = 0.2, Kl3 = 0.16,0.57, and

Fig. 13 Schlieren photograph showing two faint normal shock waves
at about 0.5 duct width downstream of the junction and two approxi·
mately symmetric acoustic cell patterns with either source located in
the vicinity of the two opposite corners. M3 = 0.66, q = 0.5, A R = 2,
and flow is combining from left to right.

Fig.12 Schlieren photograph showing successive normal shock waves
at about one duct width downstream of the junction. M3 = 0.61, q = 1,
AR = 2, and flow is combining from left to right.

1.33, respectively, almost identical to the same dividing flow
cases. The largest drop in K13 of about 0.2 occurred in 90 deg
wye-junction flow configuration at all mass flow ratios (q)
considered. For M3 = 0.2, the overall loss coefficient (K)
results for (} = 90 deg can be about 8 times higher in value
than those for (} = 30 deg at q = 1, i.e., K = K l3 .

In Figs. 6-11, it is evident that loss coefficients for M3 >
0.9 could not be obtained despite adequate pressure being
available upstream. The results for K 31 were determined over
the range 0.2 ::;; M3 ::;; 0.9, while the results for K13 were
determined over the range 0.2 ::;; M3 ::;; 0.65. In both cases,
the upper limit of M3 effectively represented the choking limit.
Furthermore, by increasing the upstream pressure still further,
the loss coefficients increased rapidly at almost constant M3

for all geometries considered, i.e., typical of choking. All ex
perimentally determined values for loss coefficients (Figs. 6
11) were in every case limited by the last data obtained before
a sharp increase occurred at constant Mach number, M3• In
other words, once the sonic velocity is approached at the vena
contracta of the downstream branch, every additional increase
in the extrapolated total pressure ratio would be accompanied
by an increase in the loss coefficients and with no increase in
M 3•

Separate flow visualization schlieren tests, carried out on a
90 deg wye-junction, confirmed that sonic conditions were
reached in the duct at high-speed- flows. Figures 12 and 13
show schlieren pictures of the "combined" flow in the down-
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Fig. 11 Compressible flow loss coefficient K'3 for combining flow
geometry 0 = 90 deg (uncertainty in K'3 = ±0.031, in M3 = ±0.012, in
q = 0.025)
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Fig. 10 Compressible flow loss coefficient K'3 for combining flow
geometry 0 = 60 deg (uncertainty in K'3 = ±0.031, in M3 = ±0.012, in
q = 0.025)
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various sources (uncertainty in K31 = ±0.031, in q = 0.025) various sources (uncertainty in /C13 = ±0.029, in q = 0.025) 

stream (main) duct of the wye-junction for M3 = 0.61 at q = 
1 and M3 = 0.66 at q = 0.5, respectively. In both photographs 
the distinct thick dark curve commencing at the duct inter
sections corresponds to the boundary between the two flow 
regions. After about one duct width downstream this dark line 
has broadened into a region of flow mixing. Careful exami
nation of Fig. 12 reveals the presence of successive weak shock 
waves. These would appear as lines of increased illumination, 
located at about one duct width downstream of the main duct 
entrance. Also, Fig. 13 reveals the presence of two "faint" 
shock waves, located at about half a duct width downstream 
of the main duct entrance. Moreover, the formations of two 
approximately symmetric acoustic cell patterns with their 
sources located in the vicinity of the two opposite corners are 
noticeable in Fig. 13. This phenomenon has been thoroughly 
detailed in the work of Davies and Oldfield (1962) and Davies 
(1964). 

Incompressible Flow (M3 < 0.2 and 10s < Re3 < 2 x 105). 
In Figs. 14 and 15 the results measured at M3 = 0.2 are 
compared with experimental data obtained by other researchers 
for dividing and combining flow geometries in wye-junctions 
with symmetric branches at semi-angles 8 — 30, 60, and 90 

deg with respect to the main duct. In Fig. 14, the dividing flow 
results for K3i at 30 and 60 deg show excellent agreement with 
those of Marchetti and Noseda (1960), Miller (1971), and ESDU 
(1973). At 6 = 90 deg, the results for Ku are generally higher 
than the rest over the range 0 < q •< 1, but still show the 
same trend. The maximum difference between the present re
sults and the average scatter of those obtained by other in
vestigators is about 22 percent at q > 0.75. 

In Fig. 15, the combining flow results for Kn at 6 = 30 deg 
show excellent agreement with those of ESDU (1973) and Miller 
(1978), especially at q > 0.25. At 6 = 60 deg, the results for 
Kn are generally lower than the rest over the range of 0 < q 
< 0.7, but in close agreement at q > 0.7. The Kn results for 
6 = 90 deg are in excellent agreement with those of Gardel 
and Rechsteiner (1970), ESDU (1973), Ito and Imai (1973), 
and Miller (1978). 

Conclusions 
The important conclusions regarding the additional total 

pressure loss coefficients and flow characteristics in 30, 60, 
and 90 deg sharp-cornered wye-junctions reported here are 
summarized as follows: 
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1 The maximum Mach numbers M3 of the whole flow for 
the dividing and combining flow geometries were 0.9 and 
0.65, respectively, at a limit dictated by a combination of 
choking and flow separation in the downstream branch(es) 
of the junction. 

2 Separate flow visualization schlieren tests detected the pres
ence of normal shock waves, located at about 0.5 to 1.0 
duct width downstream of the junction at high speed flows, 
and therefore confirmed the choking of the flow at the 
vena contracta. 

3 In general, the compressible flow loss coefficients, caused 
by the presence of a wye-junction, can be expected to be 
higher for dividing flow geometries and lower for combin
ing flow geometries than would be the case for incom
pressible flows because of the influence of Mach number, 
M3. 

4 Loss coefficients K^ and Ku diminish with decreasing angle 
of bifurcation (20) for both dividing and combining flow 
geometries. 

5 For 6 = 30, 60, and 90 deg, at q = 1 and M3 = 0.2, K3l 
for dividing flows and ^13 for combining flows have almost 
identical values. 

6 The results obtained at low Mach number were in good 
agreement with the experimental results of other research
ers. 

7 For both dividing and combining flows the overall loss 
coefficient (K) results for 6 = 90 deg can be about 8 times 
higher in value than those for 6 = 30 deg at q = 1. 
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Flow Pattern and Heat Transfer in 
a Closed Rotating Annulus 
The prediction of the temperature distribution in a gas turbine rotor containing gas-
filled closed cavities, for example between two disks, has to account for the heat 
transfer conditions encountered inside these cavities. In an entirely closed annulus 
no forced convection is present, but a strong natural convection flow occurs induced 
by a nonuniform density distribution in the centrifugal force field. A computer code 
has been developed and applied to a rotating annulus with square cross section as 
a base case. The co-axial heat flux from one side wall to the other was modeled 
assuming constant temperature distribution at each wall but at different temperature 
levels. Additionally the inner and outer walls were assumed to be adiabatic. The 
code was first verified for the annulus approaching the plane square cavity in the 
gravitational field, i.e., the ratio of the radius r over the distance h between outer 
and inner cylindrical wall was set very large. The results obtained agree with De 
Vahl Davis' benchmark solution. By reducing the inner radius to zero, the results 
could be compared with Chew's computation of a closed rotating cylinder, and 
again good agreement was found. Parametric studies were carried out varying the 
Grashof number Gr, the rotational Reynolds number Re, and the r/h ratio, i.e., 
the curvature of the annulus. A decrease of this ratio at constant Gr and Re number 
results in a decrease of heat transfer due to the Coriolis forces attenuating the relative 
gas velocity. The same effect can be obtained by increasing the Re number with the 
h/r ratio and the Gr number being constant. By inserting radial walls into the cavity 
the influence of the Coriolis forces is reduced, resulting in an increase of heat transfer. 

Introduction 
For the development of gas turbines toward higher gas inlet 

temperatures not only the blade cooling but also the rotor 
cooling is equally important. Gas-filled cavities resulting from 
rotor design can reduce the heat transfer in the rotor region. 
Though, due to the centrifugal acceleration, a flow induced 
by the buoyancy force corresponding to temperature differ
ences of the cavity walls will appear. Such a flow considerably 
increases the heat transfer throughout the cavities. Therefore, 
an understanding of the heat flow mechanisms in the rotor 
cavities is of great importance for an improved design of a gas 
turbine rotor. 

A lot of experimental and theoretical work has been done 
in the past to investigate the heat transfer in rotor cavities with 
a throughflow of cooling fluid; see, for example, Ong and 
Owen (1991), Farthing et al. (1992a, b), Owen et al. (1985), 
and Chew (1985). Chew also studied the flow and heat transfer 
mechanism in a closed rotating cylinder. But there seems to 
be a lack of knowledge about rotating sealed cavities bounded 
by outer and inner cylindrical walls and operating under con
ditions valid for gas turbines. In such a geometry an additional 
parameter, the r/h ratio, appears and not only an axial but 
also a radial heat flux component may occur. As a first step 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 4, S992. Paper No. 92-GT-67. Associate Technical 
Editor: L. S. Langston. 

in better understanding such a complex flow and heat transfer 
we want to discuss the basic behavior of the buoyancy-induced 
flow within such cavities, considering a simplified test geometry 
with an axial heat transfer from one side wall to the other. 

The Computational Model 

Basic Modeling Assumptions. A closed rotating annulus 
with square cross section was chosen (Fig. 1). The essential 
co-axial heat flux was modeled assuming the temperatures at 
the side walls being different but uniformly distributed, while 
all other walls (the outer and inner cylindrical surfaces and, 
in the case of a sectored annulus, the walls in radial direction) 
were assumed to be adiabatic. 

When the annulus is divided into sections by inserting radial 
walls (Fig. 2), the flow becomes three dimensional. Without 
this subdivision no gradients in circumferential direction occur 
and the flow is essentially two dimensional. 

The computer code solves the steady-state conservation 
equations for mass, momentum, and energy. All computations 
were carried out for air, the density is calculated by the ideal 
gas law, and all other properties are treated as functions of 
the temperature. Some common assumptions for natural con
vection flows are made: In the viscous terms of the momentum 
equations the compressibility is neglected because the velocities 
at this type of flow are very small. In the energy equation the 
influence of the dissipation and the pressure changes is assumed 
to be negligible too due to very small Eckert numbers (Ec < 0.1 
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except for some cases with very small temperature differences 
and Nu numbers smaller than 1.1). The flow is assumed to be 
laminar in the range of the Gr numbers considered, which are 
not larger than 109. Even for greater Gr numbers no significant 
turbulent motion is to be expected. This will be discussed in 
more detail below. 

The Governing Equations. Making use of the radial mo
mentum equation for a rotating solid body at constant tem
perature: 

dp SB , „2 n PSB ,.. 
- - T - + PSB-Q -r = 0 pSB = rr-zr (1) 

or K-l,n 

a reduced pressure can be introduced: 

Pred=P-PSB 

Thus, the governing equations can be written in a rotating 
coordinate system as follows: 

1 9 \rdT\ 1 d 
- — [pruT— — )+- — 
r dx \ c„ dx r dr 

prvT-

1 d 

\rdf 

cp dr 

* i"wT--¥)=° (6) 

r dip \ rcp dip) 
In Eq. (4) the term (p - pSB) Q2r represents the buoyancy force, 
while 2pQw and in Eq. (5) 2pQv represent the Coriolis forces. 

The Numerical Procedure. The system of coupled partial 
differential equations is solved numerically with a finite volume 
scheme using the SIMPLE pressure correction method defined 
by Patankar and Spalding (1972). A nonuniform staggered 
grid is defined, with Tandp being calculated at the main grid 
points and w, v, w being calculated at locations that are midway 
between the main grid points. In the employed "hybrid" dif
ferencing method upwind differencing is used for the convec-
tive terms when the cell Peclet number is greater than 2, 
otherwise central differencing is used for these terms. 

Nomenclature 

a = 

d = 
h = 

L = 

P = 
q = 

Qc = 

R = 

thermal diffusivity 
specific heat at constant 
pressure 
diameter 
distance between outer 
and inner cylindrical wall 
distance between hot and 
cold side wall 
pressure 
heat flux transferred to 
or from the side wall 
heat flux throughout the 
cavity generated by con
duction, when no fluid 
motion is present 
gas constant 

(x, r, 

(u, v, 

T 
AT 

<P) 

w) 

X 
/* 
P 
0 

Gr 

= temperature 
= temperature difference 

between hot and cold 
side wall 

= axial, radial, circumfer
ential coordinate 

= relative velocity compo
nents in (x, r, ip) direc
tions 

= thermal conductivity 
= dynamic viscosity 
= density 
= angular velocity of the 

cavity 
= pl-AT-tf-rm-Li/Tm-ixl 

= Grashof number 

Pr = 

Ra = 

Re = 

Ec = 

Nu = 

Subscripts 

min = 
max = 

m = 
red = 
sb = 
0 = 

M<rc/>(/\) =Prandtl num 
ber 
Gr • Pr = Rayleigh num
ber 
Po-L-Q-rm/n0 = Reyn
olds number 
(Q-r„,)2/2cpAT =Eckert 
number 
q/qc =Nusselt number 

minimum 
maximum 
arithmetic mean 
reduced 
.solid body 
reference 
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Fig. 3 Flow pattern, temperature distribution, and heat transfer in a rotating cavity at Re = 10 , Gr 

The results obtained are computed for the three-dimensional 
calculations on a Siemens VP 400 computer and for the two-
dimensional calculations on an IBM 3090. A typical CPU time 
for a 45 deg segment with a (30, 30, 40) grid is less than one 
minute. For the two-dimensional calculation on a (30, 30) grid 
shown in Fig. 3 a CPU time about 50 seconds is needed. 

Dimensionless Equations. To show the typical dimension
less groups for this flow type, Eqs. (2) to (6) can be made 
dimensionless with the following transformations, which are 
common at natural convective flows (dimensionless variables 
marked with an overbar): 

p=p-
Pa-al 

P-P-Pa, 

T=T-LT+Tm; X = \-X0; n = n-no, 

x = x-L\ -r-L 

The fluid properties X0, «o> Po» Mo, Cpo are evaluated for Tm as 
the reference temperature (see Fig. 1). The changes of pressure 
are very small compared to its absolute value: 

Pxtd«P-

Hence, the density difference in the buoyancy term can be 
written as 

P 
'R-T 

PSB *• m 
*R.T-PSB- T 

> (P - PSB) ~ PSB-Z,' ( Tm - T) 

The dimensionless equations are then: 
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Herein the Re number occurs within the Coriolis terms, while 
the Gr number is related to the buoyancy term. The Prandtl 
number occurring in the momentum equations does not change 
very much due to temperature variations. It was reported by 
several investigators (e. g., Bohn et al., 1984), that even a greater 
variation of the Pr number, e.g., by changing the fluid, has 
only a weak influence on the heat transfer. 

Results and Discussion 

Comparison With Previous Work. As no appropriate ex
perimental and numerical data are available, the computer code 
could only be verified by simulating some extreme situations. 
Results from other authors are available for these cases. 

Increasing the rm/h ratio to infinity leads to a plane square 
cavity, which is a well-known test case for codes dealing with 
natural convection problems. Good agreement was found with 
De Vahl Davis' benchmark solution (1983); see Table 1. The 
average Nu numbers are never more than 1.5 percent different. 
To conform with De Vahl Davis' solution the results in Table 
1 have been computed with the Boussinesq approximation, 
i.e., all properties are constant except for the density in the 
buoyancy term. It was found that this assumption has only a 
small effect; the Nu numbers change within less than 1 percent 
in all cases. 

By reducing the inner radius to zero, the flow inside a closed 
rotating cylinder is simulated. This configuration was com
puted by Chew (1985), and his results could be confirmed 
(Table 2). In accordance with his computations a linear tem
perature distribution at the outer cylindrical wall has been 
established. 

Results for the Rotating Cavity. In Figs. 3-6 results are 
presented for the closed rotating annulus. All computations 
were carried out for air at T„, = 750 K, which gives a Pr number 
of 0.66. Temperature differences up to 300 K between the hot 
and the cold side wall have been used. A typical example of 
the flow and the heat transfer is shown in Fig. 3. The fluid 
circulates around the walls in boundary layers, and nearly no 
motion occurs in the core region (Fig. 3a). Near the hot wall 

Table 1 Benchmark test: compar i son of the presented method 
and the D e Vahl Dav i s method for plane square cavity 
Correlation 
parameter 

(x,y = 0.5) 

Num a x 

(x=0,y) 

Nu 
(average value) 

Ra = 
(1) 

19.5 
0.102 

3.60 
0.140 

• 2.27 

= 104 

(2) 

19.6 
0.119 

3.53 
0.143 

2.24 

Ra = 
(1) 

69.2 
0.063 

7.75 
0.081 

4.51 

= 105 

(2) 

68.6 
0.066 

7.72 
0.081 

4.52 

Ra = 
(1) 

221.8 
0.031 

17.4 
0.035 

8.68 

= 106 

(2) 

219.4 
0.038 

17.9 
0.038 

8.80 

(1) Current solution; (2) De Vahl Davis benchmark solution. 

Table 2 Rotat ing cylinder: compar i son of the presented 
method and Chew's method 
Nu 
(average value) 

Hot side wall 

Cold side wall 

Chew 
(1985) 

3.0 

1.3 

Current 
solution 

3.08 

1.28 

pQi 2
m „ /» i=2- IO(» 

A T / T 
max 

0.391 

Reference temperature - T _ = 288 K 
min 

Linear temperature distribution at the 

cylindrical wall 

Gr=109 

Re 

Fig. A Heat transfer in a rotating cavity {rmlh = A) for various Reynolds 
and Grashof numbers 

the fluid has a lower density than its environment, causing a 
motion in opposite direction to the centrifugal acceleration. 
The cold and heavy fluid on the other side wall is moving in 
the same direction as the centrifugal acceleration, i.e., radially 
outward. While moving from the cold to the hot wall along 
the outer cylindrical surface, the fluid remains relatively cold 
(Fig. 3b). Thus, a large temperature gradient occurs, when the 
fluid reaches the hot wall at the outer edge. At the inner edge 
on the cold side an analogous but opposite situation occurs. 
In the core itself heat is conducted in the axial direction from 
the hot to the cold side, but also in the radial direction due to 
the temperature difference between the hot flow at the inner 
radius and the cold flow at the outer radius (Figs. 3a, 3b). 

Figure 4 shows the influence of Re and Gr number variation 
on the Nu number. As expected, the heat transfer grows with 
increasing Gr number at a constant Re value. An increase of 
the Re number at a constant Gr value attenuates the heat 
transfer, which can be understood by taking the Coriolis forces 
into account. 

The buoyancy force (represented by (p - PSB)®2!" in the radial 
momentum equation (Eq. (4)) actually causes the flow. Thus, 
without density differences no motion will occur. But the Cor
iolis force (2pfiw in Eq. (4)) always works against the buoyancy 
force: Near the hot wall the fluid is light, resulting in a negative 
buoyancy force. The fluid, which comes from the outer cylin
drical wall with a great absolute circumferential speed, must 
move radially inward along the hot side wall. The absolute 
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Gr=1.51*105 (Ra=105) 

Fig. 5 Heat transfer in a rotating cavity (Ra = 
rjh ratio tor various Reynolds numbers 

105) with respect to the 

circumferential speed of the fluid is reduced by viscous effects, 
but it is greater than the wall speed, so that a positive relative 
circumferential velocity remains in the region near the hot wall 
(Fig. 3c), giving a positive Coriolis force. On the cold wall the 
situation is analogous but opposite. Thus, fluid motion is 
driven by buoyancy force and damped by the Coriolis force. 

Increasing the Re number at constant Gr number (Fig. 4) 
strengthens the Coriolis forces compared to the buoyancy force, 
which leads to a reduction of the flow circulating between the 
hot and the cold wall and therefore to a reduction of the heat 
transfer by convection. 

To study the influence of the curvature of the cavity, the 
rm/h ratio was varied at constant Re and Gr number (Fig. 5). 
For great r,„/h ratios the difference is small between the ab
solute circumferential speed at the outer and the inner radius 
compared to the reference velocity Qr,„. Thus, only a small 
Coriolis effect is present and heat transfer is better than in 
case of a smaller rm/h ratio. This effect can be understood 
discussing the Coriolis and buoyancy terms in the dimension-
less form of the radial momentum equation (Eq. (10)): While 
Re and Gr are constant and L/r„, occurs in both the Coriolis 
and the buoyancy term, the latter, however, includes r, which 
increases the buoyancy term compared to the Coriolis term, 
when the rm/h ratio is increased. 

Increasing the r„,/h ratio to infinity leads to the plane square 
cavity, where no Coriolis forces are present. Thus, the Nu 
number for the plane cavity gives the limit, which must be 
approached by increasing the rm/h ratio. With a smaller Re 
number this limit is reached earlier (see Fig. 5). The results in 
Fig. 5 have been computed with the Boussinesq approximation 
to be comparable with De Vahl Davis' benchmark solution. 

In Fig. 3(d) the distribution of the local Nu number at the 
hot side wall of the rotating annulus is plotted. Most of the 
heat is transferred in the outer region, where the cold fluid 
reaches the hot wall. For greater Gr numbers the flow in the 
hot side wall boundary layer will possibly become turbulent 
near the inner cylindrical wall. This may result in a local in
crease of the heat transfer in this region, but probably will not 
significantly change the overall heat transfer. 

Some useful information about the onset of turbulence can 
be achieved by looking again at the square cavity in the grav
itational field. Bohn et al. (1984) found in their experiments 
boundary layer waviness (transition to turbulence) in the upper 
1/3 of the hot side wall for Ra> 3 x 1010. Several investigators 
computed the heat transfer numerically for great Ra numbers 
using different turbulence models (see Silva and Emery (1989) 
for discussion). In Table 3 experimental and theoretical results 
for Ra numbers up to 10" are listed. Bohn's experimental 
results are within 10 to 25 percent smaller than Wan Hassan's 

Table 3 Comparison of the average 
square cavity at high Ra numbers 

Bohn et al.' 
(experimental, Pr = 3.5) 

Wan Hassan 
(numerical, ACM 
turbulence model) 

Current solution 
(laminar code) 

Ra=10 9 

55 

61 

54 

Nu number for the plane 

Ra=10'° 

98 

129 

97 

R a = 1 0 " 

174 

239 

173 

Results taken from his correlation equation 

3 -i 

2.5 

1.5 

\ Re=5<"103 

\ r /h = 20 
\ y m 

\\ r /h = 4 
lb > m 

\ X . r /h = 2 

7 1 1 

Gr=105 

i i 
30° 60° 90° 120° 150° 180° 

section-angle 

Fig. 6 Heat transfer in a sectored rotating cavity (Re = 5 x103, Gr = 105) 
with respect to the section angle for various values of the rjh ratio 

results, which have been computed with an algebraic stress 
model. (According to Silva and Emery this turbulence model 
seems to give the best results for this flow type.) On the other 
hand our laminar computations are in surprisingly good agree
ment with Bohn's experimental results. This may indicate that 
the influence of turbulence on the overall heat transfer is smaller 
than predicted with the ASM model. 

For the rotating cavity the damping effect of the Coriolis 
forces has to be taken into account additionally, which might 
suppress the turbulent motion completely. Nevertheless, it 
seems to be sure that the heat transfer is strongly dominated 
by laminar boundary layer convection even for Gr numbers 
much greater than considered here. 

It is of interest to see what happens when the annulus is 
sectored by radial walls (see Fig. 2). The flow and heat transfer 
become three dimensional, and mainly the motion in the cir
cumferential direction, especially near the radial walls, will be 
attenuated. In Fig. 6 the average Nu number versus the section 
angle is shown for different rm/h ratios at constant Re and Gr 
number. The attenuation of the circumferential velocity with 
decreasing section angle leads to a decrease of the Coriolis 
forces, while the buoyancy force is not affected directly. So 
the heat transfer increases for smaller sections. In all three 
cases a significant increase occurs foremost for section angles 
less than 30 deg.' 

For very small section angles the boundary layers at the two 
radial walls will grow together, and it is to be expected that 
viscous action will become dominant in the entire annulus 
slowing down the whole motion and in turn decreasing the 
heat transfer. In the computations the section angle was varied 
down to 5 deg, and no decrease was found so far. Calculations 
were then stopped, for it is of no practical interest to consider 
an essentially axial heat flux in a cavity with the isotherm side 
walls being very small due to the small section angle but large 
adiabatic walls in the radial direction. 
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Conclusions 
A rotating closed annulus with square cross section and 

isothermal sidewalls of different temperature has been inves
tigated as a simplified test geometry approaching gas filled 
cavities inside a gas turbine rotor. Due to buoyancy effects in 
the centrifugal force field flow is induced causing convective 
heat transfer from the hot to the cold side wall. 

It was found that fluid motion and heat transfer are atten
uated by the Coriolis forces. Thus, a decrease of heat transfer 
can be obtained by strengthening the Coriolis forces compared 
to the buoyancy force. This can be done in several ways: 
increasing the Re number at constant Gr number and decreas
ing the rm/h ratio at constant Re and Gr number. 

Dividing the annulus into sections by inserting radial walls 
attenuates the circumferential velocity, giving a decrease of 
the Coriolis forces. So the heat transfer increases. 

The calculations provide a data base for the design of a test 
rig within the institute where experiments proving the theo
retical work will be carried out. 
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Calculation of Turbulent Flow for 
an Enclosed Rotating Cone 
Prediction of the flow in the cavity between a rotating cone and an outer stationary 
cone with and without throughflow is considered. A momentum-integral method 
and a finite difference method for solution of the Reynolds-averaged Navier-Stokes 
equations with a mixing-length model of turbulence are applied. These two methods 
have previously been validated for flow between corotating and rotor-stator disk 
systems, but have not been properly tested for conical systems. Both methods have 
been evaluated by comparing predictions with the experimental measurements of 
other workers. There is good agreement for cone half-angles greater than or equal 
to 60 deg but discrepancies are evident for smaller angles. "Taylor-type" vortices, 
the existence of which has been postulated by other workers and which are not 
captured by the present steady, axisymmetric models, may contribute to these dis
crepancies. 

1 Introduction 
The need to improve design methods for turbomachinery 

has led to considerable effort being put into the development 
of predictive techniques for the flow in turbine and compressor 
disk cavities. Despite the variety of geometries of this type that 
occur in gas turbine engines, most predictive methods have 
been validated only for relatively simple plane disk geometries. 
In the present paper two predictive techniques that have been 
previously validated using data for turbulent flow in rotating 
disk cavities are evaluated using data for a shrouded rotating 
cone. The objective of this work is to clarify the range of 
validity of current methods and identify any particular prob
lems associated with the conical geometry. 

For a review of predictive methods for rotating disk flows 
the interested reader is referred to Chew (1990). However, to 
put the present contributions in context it is appropriate to 
mention some of the previous work on predictive methods. 
The earliest relevant publication is perhaps that of von Karman 
(1921). Von Karman derived a momentum-integral solution 
for turbulent flow induced by a disk rotating in a quiescent 
environment (the "free disk" problem). Many workers have 
subsequently used similar momentum-integral methods for a 
variety of rotating disk flows and the technique remains pop
ular because of its computational efficiency and convenience 
in analysis. Relatively recent applications of the momentum-
integral method include radial outflow and inflow between 
corotating disks (Owen et al., 1985; Chew and Rogers, 1988; 
Farthing et al., 1991) and flow in rotor-stator disk systems 
with or without an imposed throughflow (Owen and Rogers, 
1989; Chew, 1991). 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 4, 1992. Paper No. 92-GT-70. Associate Technical 
Editor: L. S. Langston. 

Over the last decade or so use of finite difference methods 
to solve the Reynolds-averaged Navier-Stokes equations for 
rotating disk flows has become increasingly popular. Some 
difficulties have been encountered both with turbulence mod
eling and with numerical algorithms, but it has now been dem
onstrated that a variety of turbulence models and numerical 
schemes can be successfully applied to rotating disk flows. 
Examples for corotating disk systems are given by Chew (1985) 
and Morse (1988), and for rotor-stator disk systems by Chew 
and Vaughan (1988), Roscoe et al. (1988), and Morse (1991). 

In contrast to the disk problem, the rotating cone has re
ceived little attention. Tien (1960) showed that under laminar 
boundary layer assumptions the laminar free disk solution can 
be applied to the free cone problem. Kreith (1966) applied von 
Karman's momentum-integral method to the turbulent free 
cone problem and, as shown below, with appropriate nondi-
mensionalization, the momentum-integral equations become 
identical to those for the free disk. Koosinlin et al. (1974) 
applied boundary layer finite difference methods, with a mix
ing-length turbulence model, to flow on a spinning cone with 
and without an imposed axial flow. The authors are not aware 
of any previous attempts to predict the flow for the problem 
considered here, namely the enclosed rotating cone with 
throughflow. 

The two predictive methods that have been adopted here for 
the rotating cone problem are a von Karman-type momentum-
integral method and the finite difference method of Vaughan 
et al. (1989), which uses a mixing-length model of turbulence. 
The momentum-integral method is developed from that ap
plied previously to rotor-stator disk cavities and the turbulence 
model, which has been validated against data for free disks 
and cones, corotating disk cavities, and rotor-stator disk sys
tems, is based on that of Koosinlin et al. These two methods 
are described in Sections 2 and 3 below. Comparison of the
oretical predictions with the experimental results for moment 
coefficient of Yamada and Ito (1975, 1979) are then given in 
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Section 4. Also included in Section 4 is a comparison of the 
finite difference predictions with the measurements of Bilgen 
and Boulous (1973) for an enclosed rotating cylinder, as this 
flow configuration could be considered a limiting case of the 
cone problem. The conclusions from the present study are 
summarized in Section 5. 

2 The Momentum-Integral Method 

2.1 Assumptions. The geometry of the rotor-stator cone 
system considered and the assumed flow structure are shown 
in Fig. 1. The outer and inner radii of the cones are b and a, 
respectively. The perpendicular distance between the rotor and 
stator is denoted by d. The rotor is rotating about an axis at 
r = 0 with constant angular velocity fl and the orthogonal 
coordinate system (s, 6, n), shown in Fig. 1, is used. The cone 
half-angle is denoted by X and the nondimensional mass 
throughflow rate (which may be zero) is denoted by Cq. 
Throughout this paper, the flow is assumed to be turbulent 
and flow variables are assumed to have been averaged over a 
suitably large time scale, so that they denote turbulent mean 
quantities. The components of velocity are denoted by {u, v, 
w), the pressure by p, and the density by p. 

The flow pattern shown in Fig. 1 is postulated assuming that 
the flow develops in a similar way to that in rotor-stator disk 
systems. The pattern occurring in rotor-stator disk systems 
has been confirmed by experimental work (see, for example, 
Daily and Nece, 1960; Daily et al., 1964) and by finite differ
ence results (see, for example, Chew and Vaughan, 1988). In 
the "source" region, fluid is entrained into a boundary layer 

outer shroud 

stationary cone 

Fig. 1 Postulated flow pattern in rotor-stator cone system (—>— 
typical streamline, boundary layer edge) 

on the rotor; any flow on the stator up to this point is neglected. 
Outside the source region fluid is "centrifuged" radially out
ward in a boundary layer on the rotor and radially inward 
along the stator. Flow is channeled into the stator boundary 
layer through a boundary layer on the shroud. Between these 
boundary layers there is a core where there is a weak axial 
velocity toward the rotor and negligible radial velocity. The 
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moment coefficient = 2M/irpQ2b t 
nondimensional mass throughflow rate = 
m/\x,b 
perpendicular distance between rotor and 
stator 
friction factor 
see Eqs. (16) and (17) 
constants obtained by integrating velocity 
profiles across the boundary layer (see 
Section 2.2) 
mixing length 
mass flow rate 
mass flow rate in shroud boundary layer 
moment exerted on rotor 
normal coordinate direction in "tilted" 
cylindrical polar coordinate system 
static pressure 
radial coordinate direction in cylindrical 
polar coordinate system 
radial location of end of source region 
Reynolds number used by Yamada and 
Ito = Qb2/v 
Reynolds number used in integral method 
= Qb2/v sin X 
coordinate direction parallel to cone in 
"tilted" cylindrical polar system 
length of cylinder 
5-velocity component 
^-dependent component of u(s, n) 
nondimensionalized «(.s) = u/Qr0 
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nondimensionalized boundary layer edge 
tangential velocity = v/Ur0 
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Subscripts 

bulk tangential velocity in shroud bound
ary layer 
nondimensionalized surface tangential ve
locity = v0/Qr0 

^-velocity component 
nondimensional distance = rjb 
normal distance from surface 
dependent variable used in integral 
method = MiSiX3 

dependent variable used in integral 
method - h\X 
coordinate direction in cylindrical polar 
coordinate system 
boundary layer thickness 
nondimensional boundary layer thickness 
= Re1/5 sin X h/r0 

tangential coordinate in cylindrical and 
"tilted" cylindrical polar coordinate 
systems 
cone half angle 
laminar dynamic viscosity 
effective dynamic viscosity = p, + p., 
turbulent dynamic viscosity 
laminar kinematic viscosity = p/p 
density 
stress components, where / and j repre
sent s, 6, or n 
resultant wall shear stress 
under-relaxation factor (Eq. (18)) 
angular velocity of rotor 

o = value on rotor or stator surface 

Superscripts 

stator variable 
values at the boundary layer edge 
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flow throughout the cavity is assumed to be incompressible, 
steady, and axisymmetric and the flow external to the boundary 
layers in both the source region and the core region will be 
treated as inviscid. 

The application of boundary layer assumptions to the Na
vier-Stokes equations for the conical geometry is similar to 
that for disk systems but requires the additional assumption 

s sin \ » n cos X. (1) 
The physical interpretation of this assumption is that the change 
in radius across the boundary layer is small compared with the 
local radius. May (1990) has confirmed numerically that this 
assumption is appropriate for the conditions considered here. 

Applying the usual boundary layer assumptions, along with 
the above assumption, to the Reynolds-averaged Navier-Stokes 
equations, the following boundary layer equations are ob
tained: 

1 3 , , 1 3 , , n -—(pni) + -—(prw) = 0, 
r ds r an 

(2) 

1 d 1 d pv dp 1 d 
-{pru ) + - —(pruw) - — sin X + — = - —(rTs„), (3) 

r as r on r ds r on 

?^UV)+-rYniprWV)^?Yni^")' 

dp 

dn 
= 0. 

(4) 

(5) 

The shear stresses TS„ and T9„ in these equations represent the 
sum of the laminar and Reynolds stresses. 

2.2 Rotor Boundary Layer. The velocity profiles and sur
face shear stress formulae used for the rotor boundary layer 
at n = 0 are the following generalizations of those used by 
von Karman: 

v{s, n) = v(s) - (v(s) - v0(s))[l - (n/S)u\ 

u(s, n)=u(s)(n/S)u\\-n/o), 

TS„,0= -Q>.Q225p(v/b)y\vl3-v)[u2 + (v0-v)Y* 

u 

v0-v 
TBn,o-

(6) 

(7) 

(8) 

(9) 

In Eqs. (6)-(9), 5 is the boundary layer thickness, v is the 
kinematic viscosity, the subscript 0 denotes wall value, and the 
overbar represents values at the boundary layer edge. 

Using Eqs. (6)-(9), Eqs. (2)-(5) may be integrated from n 
= 0 to n = 5 and the resulting equations combined to give 
two momentum integral equations. These two equations, when 
nondimensionalized by the substitutions 

r0 

Q/o' 

— v 

Q/o' 

Vn = 
0/n' 

5!=—Rej sin X, Res 

r0 

Ofr2 

v sin X' 
(10) 

2hYlYl dx'hYi dx' 

- 0.0225 Yxx1, J ) +Y\{V0-vY 

Y\Y2 
+ _ H 1 / 4 _ {Ylx)3\2V(V- Va)h-{V- V0)%], (11) 

I3Y2 ^ = 0.0225x1M 

ax 

^-IAYxYl
dV 

~) +Y\{Va-V)2 

2Y,Y2 
[ / ,K+/ 3 (K 0 -K) ] . (12) 

(VQ-V) dx x(V0-V) 

Here Y\ = u^iX3 and Y2 = S^x. The constants /] to I5 in Eqs. 
(11) and (12) arise from the integration of the power law ve
locity profiles and are given by I\ = 49/120, I2 = 1/8, 73 = 
49/720, U = 343/1656, and 75 = 1/36. It may be noted that 
Eqs. (11) and (12)', and their initial conditions (see Section 2.5), 
are independent of X, and so their solutions are also inde
pendent of cone half angle. However, as will be seen from 
results presented in Section 4, the validity of the assumptions 
underlying the equations may well depend on cone half-angle 
X. 

2.3 Stator Boundary Layer. The equations describing the 
flow in the stator boundary layer are the same as those derived 
by Chew (1991) for rotor-stator disk systems. This model is 
based on finite difference predictions for a disk system, which 
show that the tangential velocity profile (Eq. (6) with v0 = 0) 
gives a reasonable representation of the flow on the stator, 
whereas the ^-velocity profile (Eq. (7)) gives a poor represen
tation. In a further finite difference study (May, 1990) it was 
shown that the conclusions for the disk system also applied to 
rotor-stator cone systems with X as small as 15 deg. As in the 
disk flow work the following equations are used for the stator 
boundary layer: 

(13) 

dx '' n_ 
x 

0.0648 

u\= -0.364 Vs, 

, Yi (2/1-5/5) 
IUVY'ix)1 

n 
dVs 

dx 
n 
Vs 

2/1 

n 
(14) 

where I\ = Iit I\ = / 3 /2 and the superscript s denotes eval
uation for the stator boundary layer. Equation (14) expresses 
conservation of angular momentum. Equation (13) is based 
on an examination of finite difference predictions, which 
showed that the velocity vector of the flow close to the stator 
surface is at an angle of about 20 deg to the tangential direction. 
However, as described by May (1990), the value of the limiting 
flow angle becomes more erratic for cases with throughflow 
and the assumption that it is always 20 deg becomes ques
tionable. In an attempt to avoid the use of the limiting flow 
angle, momentum integral equations were derived by May 
(1990) using radial and tangential velocity profiles that more 
closely match the finite difference results. However, the equa
tions were more complex than Eq. (14) and the results obtained 
did not show sufficient improvement to justify their use. 

2.4 Shroud Treatment. The shroud channels fluid from 
the rotor boundary layer into the stator boundary layer, as 
shown in Fig. 1. Constant mass flow rate (mb) and friction 
factor, F, are assumed in this thin layer, as in the disk flow 
model. Conservation of angular momentum in the shroud layer 
then gives the equation 

mb4£ = 2*b?PVl (15) 

where Vb is the bulk tangential velocity and z = n sin X ^ 
s cos X. Equation (15) may be integrated directly to obtain Vs 

at x = 1 from the rotor boundary layer solution at x = 1. 

2.5 Solution Method. The solutions of the boundary layer 
equations for the rotor and stator are coupled through the 
shroud boundary layer and the inviscid flow region. The or
dinary differential Eqs. (11), (12), and (14) were solved using 
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a variable order, variable step-length Numerical Algorithms 
Group (NAG) library routine for the solution of a stiff system 
of ordinary differential equations. 

In_the source region, between r = a and_r = re, (see Fig. 
1), V(x) is given by the free vortex relation rV = const, which 
expresses conservation of angular momentum external to the 
rotor boundary layer. Equations (11) and (12) are then inte
grated from x = a/b to find Y\ and Y2. The initial conditions 
for Y{ and Y2 are Yx = Y2 = 0 at x - a/b, corresponding to 
zero mass flow rate and zero boundary layer thickness. In 
practice, to avoid singularities in Eqs. (11) and (12), Yx and 
Y2 were given initial values of 10"10. The end of the source 
region is defined as the point at which all the inlet throughflow 
has been entrained into the rotor boundary layer. Any bound
ary layer flow on the stator in the source region is neglected. 

In the core region, it is assumed that both the radial velocity 
component_and the_axial gradient of tangential velocity are 
zero (i.e., V(x) = Vix)) in the inviscid region between the 
boundary layers. An iterative solution procedure is used to 
find solutions to Eqs. (11), (12), and (14), which_satisfy con
servation of mass within the cavity. The velocity V{x) is spec
ified at Appoints xt (i = 1, . . . , N), equally spaced (radially) 
in the core region with X\ = re/b and xN = 1. A cubic spline 
curve fit is then used to interpolate V(x) between these points. 
Using a specified V distribution, the rotor equations may be 
solved from x = re/b to x = 1, using the solutions from the 
end of the source region as initial conditions. From a mass 
balance at x = 1, initial conditions may be obtained for the 
stator equation, which is then solved from x = 1 to x = rj 
b. The solutions thus obtained are then fed into mass balance 
equations at each radial location, giving rise to a set of (N -
1) nonlinear simultaneous equations of the form 

Fi(V)=LzI1: 
- Cq/(2irll Re4/5) 

0, «=1, , (JV- 1). 

(16) 

A final equation at x = 1 is obtained from the shroud con
dition: 

FN(V)--
V(l) 

= 0. (17) 

The V distribution is updated iteratively as described below 
and the solution procedure is repeated until max \F;( V) I < T, 
where T is a tolerance which, from numerical experiments, 
was given a value of 0.01. _ 

Several schemes were tried to update the Vdistribution. The 
best scheme in terms ofjpeed and robustness was found to be 
one where the values of V(x,) for they'th iteration are calculated 
from 

VJ(*,-) =VJ~l(*,) +uVJ~l(x,)F,( V). (18) 

In Eq. (18) co is an underrelaxation factor, which is normally 
taken to be 0.5. 

A typical run took about 30 iterations to converge and used 
about 30 seconds processing time on a Prime 6350 computer. 
Numerical experiments showed that a value of N = 10 was 
sufficient to give grid-independent solutions. This solution 
scheme is significantly faster than that used by Chew (1991), 
in which a linear variation of V between radial stations was 
assumed and the resulting equations were solved using a library 
routine for simultaneous nonlinear equations. 

3 The Finite Difference Method 
The finite difference code used in this work is a modified 

version of that written by Vaughan et al. (1989) to investigate 
flows in rotating disk systems. The modifications involved 
"tilting" the original plane disk cavity through an arbitrary 

stator 

Fig. 2 Solution domain for the tilted rotating cavity 

angle, X, to produce the computational domain shown in Fig. 
2. 

3.1 Governing Equat ions and Turbulence Mode l . F o r 
steady, axisymmetric flow, the Reynolds-averaged continuity 
and momentum equations may be written in terms of the (s, 
6, n) coordinate system as 

—(pru) + -—(prw) = 0, 
as on 

1 3 , , 1 3 1 9 
- — (pruct>) + - —(prw<j>) = - — 
r as r dn r ds fXe 

d(j>~ 

ds 

i a 
r dn 

d<f 
dn 

(19) 

-T +S 0 , (20) 

where $ = u, v, or w. The density is assumed to be constant 
for the present studies. The source terms S$ for the u, v, and 
w momentum equations are given by 

e v • , dp 1 3 
Su = p — sin X - — + - — 

r ds r ds 
ixer 

d_u 
as 

IA 
r dn 

ixer 
dw 

ds 

- 2 - j sin X(« sin X + w cos X), (21) 

wv uw . , cos X a , N 
Sv= - p — cos X - p — sinA+B —5— —(Hen 

r r r dn 

sin X 3 

P- ds 
<W), (22) 

and 

v2
 N dp 1 a 

Sw= +p — c o s X - — + -—-
r dn r dn 

dw 

dn 

r ds Her 
du 

Jn - 2 - j cos X(M sin X+ w cos X). (23) 

The system of Eqs. (19)-(23) is closed using a mixing-length 
turbulence model as described by Chew and Vaughan (1988). 
Briefly, p.e is calculated as the sum of the laminar viscosity, p., 
and a turbulent viscosity, \x,t. The turbulent viscosity is cal
culated from 

Hi = pl 
dup 

dx„ + \r dx„ \r 
(24) 

where / is the mixing length, up is the velocity component 
parallel to the boundary surface in the s, n plane, and X/, is 
the direction normal to the surface. Close to the wall, 

/ = 0 . 4 2 x „ [ l - e x p ( -xn{pTw)W2/{26ix)}], 
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where rw is the wall shear stress, and elsewhere / = 0.0855. 
The influence of rotation on mixing length is accounted for 
by use of a Richardson number correction, as described by 
Koosinlin et al. (1974) and Chew and Vaughan (1988). 

3.2 Numerical Method. The derivation of the finite dif
ference equations from Eqs. (19)-(24) follows the finite volume 
approach of Patankar (1980) using "hybrid" differencing for 
the convective terms. An iterative, nonlinear, multigrid method 
is used to solve the equations on a staggered nonuniform rec
tangular mesh. The continuity Eq. (19) is used to derive a 
pressure correction equation following the SIMPLEC for
mulation of van Doormal and Raithby (1984). Due to the 
nonlinearity of the equations, underrelaxation factors are used 
for the three velocity components, pressure, turbulent viscos
ity, and multigrid corrections. 

An additional damping term was included in the radial mo
mentum equation for disk flows by Vaughan et al. (1989). This 
approach was extended here to both the u and w momentum 
equations. For further details of the numerical scheme, see 
Vaughan et al. 

A typical run performed on a 65 x 65 grid took about three 
hours processing time on a Prime 6350. 

4 Results 
In this section, the moment coefficients Cm, predicted by 

the integral method of Section 2 and by the finite difference 
method of Section 3, will be compared with experimental data. 
The experimental data are those of Yamada and Ito (1975, 

1979) who considered the effects of gap width, d/b, Reynolds 
number, Re (where Re = Re9 sin X) and throughflow rate, 
Cq, on Cm for rotor-stator cone systems with X = 15, 30, 45, 
60, 75, and 90 deg. In addition the data of Bilgen and Boulos 
(1973) are used to compare the moment coefficient predicted 
by the finite difference program for a rotor-stator cylinder 
system (i.e., X = 0 deg). 

The effect of cone half-angle on moment coefficient is shown 
in Figs. 3(tf-/), for Cq = 0, where d/b decreases from 0.24 in 
Fig. 3(a) to 0.008 in Fig. 3(f). Figures 3(«-e) show excellent 
agreement between the predictions of the integral method and 
experiment for X > 60 deg, the relative error always being less 
than 5 percent. From the same figures it can be seen that the 
agreement between the integral method predictions and ex
periment is poor for X < 45 deg, where it is clear that the 
integral method is not reproducing the experimental trend. In 
Fig. 3(f), the agreement is poor for all X, which can be ex
plained by the experimentally observed fact that for such a 
small gap width the rotor and stator boundary layers are 
merged. The finite difference predictions shown in Figs. 3(a-
b) do not show any overall improvement over those of the 
integral method, the dependence of Cm on X being similar to 
that predicted by the integral method. (The differences between 
the finite difference and integral method results for X > 60 
deg may, in part, be attributed to the influence of the different 
solution domains near the outer shroud.) 

It is clear from Figs. 3(a-f) that the experimental trend of 
the Cm versus X curves is not well predicted over part of the 
range of X considered. This may be due to a change in secondary 
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Fig. 3 Comparison of predicted moment coefficients with the data of Yamada and Ito (1975): C, = 0, alb = 0, Re = 106 (0 data, finite 
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Fig. 4 Streamline predictions lor zero throughflow: (a)-(c): dlb = 0.16, 
alb = 0, Re = 106; (d): dlb = 0.208, tlb = 0.59, Re = 6.6 x 106 

( axis of rotation) 

flow pattern, which is not predicted by the theoretical methods 
used in this work, occurring at smaller cone half angles. From 
visual flow studies, Yamada and Ito (1975) report that when 
X > 60 deg, any secondary flow will always be of the large-
scale "disk-type" as assumed in the integral method. However, 
for X < 45 deg, these authors observe that the secondary flow 
may consist of both the disk-type flow and "Taylor-type" 
vortices similar to those known to occur in rotor-stator cylinder 
systems. According to Yamada and Ito, the presence of these 
vortices, which may be nonaxisymmetric and unsteady, causes 
an increase in Cm, which would explain the experimental trends 
shown in Figs. 3(«-/). While it is clear that the theoretical 
models cannot be expected to capture large-scale three-dimen
sional and unsteady effects, it should be noted that there are 
other assumptions underlying the two models, which might be 
questioned at low values of X. These are, first, the assumed 
forms of the velocity profiles and shear stress laws for the 
integral method and, second, the mixing-length turbulence 
model for the finite difference method. 

Typical predicted streamline plots obtained from the finite 
difference method, for cases in which there is no throughflow, 
are shown in Figs. 4(a-d). Figures 4(«-c) show that the pre
dicted secondary flow is similar to that assumed in the integral 
method (Fig. 1) and that the Taylor-type vortices reported in 
experiments are not predicted. However, Fig. 4(d) shows that 
for a rotor-stator cylinder case (X = 0 deg, Ree = 6.6 x 106, 
d/b = 0.208, t/b = 0.59), the finite difference method predicts 
two distinct vortices in the secondary flow. For this case the 
predicted moment coefficient (Cm') of 2.50 x 10-3 compares 
well with the value of 2.59 x 10~3 given by the empirical 
correlation of Bilgen and Boulos (1973). Of course, it should 
not be assumed that the finite difference method predicts the 
correct velocity field for X = 0, but the level of agreement 
between the moment coefficients is certainly encouraging. 

The effect of Reynolds number on Cm is shown in Figs. 
5(a-c). As is to be expected from the above discussion, the 
agreement between prediction and measurement for X = 30 
deg shown in Fig. 5(c) is generally poor. Figures 5(a) and 5(b) 
show good agreement between the integral method predictions 
and measurement for Re > 2 x 105. While the results of the 
integral method and finite difference method agree closely at 
high Reynolds numbers there is some discrepancy as the Reyn
olds number decreases. A slight overprediction of moment 
coefficient at low Reynolds numbers using the present mixing-
length turbulence model is consistent with earlier disk cavity 
studies. 

The effect of throughflow rate, Cq, on Cm is shown in Figs. 
6(a-c). The figures show that the agreement between theory 
and experiment generally improves a little as the throughflow 
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Fig. 5 A comparison of predicted moment coefficients with the data 
of Yamada and Ito (1975): Cq = 0, alb = 0, dip = 0.8 (o data; — finite 
difference; integral method) 

rate is increased. This is, perhaps, to be expected from the 
results of Yamada and Ito (1979) who found that if, for a 
particular case with no throughflow, Taylor-type vortices were 
expected in the secondary flow, then the application of 
throughflow suppresses their formation. 

5 Conclusions 
The following conclusions may be drawn from the present 

study of rotor-stator cone systems: 
(0 For systems where X > 60 deg, the integral method 

moment coefficient predictions are in excellent agreement with 
experiment. The finite difference predictions are in good agree
ment and discrepancies for X = 60 deg and X = 75 deg may 
be attributable to differences between the geometry of the 
experimental apparatus and the numerical solution domain. 

(if) The experimentally measured increase in moment coef
ficient as X decreases is not reproduced by either predictive 
method. This discrepancy may be due to Taylor-type vortices 
being present in the flow, which are not predicted by the finite 
difference method because they are nonaxisymmetric and/or 
unsteady. For 15 deg < X < 45 the finite difference predictions 
for moment coefficient are closer to the measured values than 
those of the integral method but, over the full range of values 
of X considered, the performance of both methods is similar. 

(Hi) The finite difference method predicts the same sec
ondary flow pattern as assumed in the integral method for 
conical systems where X > 15 deg. The finite difference results 
also indicate that the assumptions made in the stator model, 
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Fig. 6 A comparison of predicted moment coefficients with data of 
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originally for rotor-stator disk systems, may be generalized to 
conical systems. For the limiting case of a rotating cylinder (X 
= 0 deg) the flow structure is quite different. For this case, 
moment coefficient predictions from the finite difference 
method are in good agreement with experiment. 

(iv) In addition to providing accurate predictions for X > 
60 deg, the speed of the integral method should be stressed. 
Comparing a typical computer processing time of tens of sec
onds with the several hours taken by the finite difference method 
shows that the integral method does provide an attractive de
sign aid. 
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